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If the later, then the translation entries must be copied into an area that is not accessible by the calling OS to 

prevent parameter corruption after they have been verified. The OS perceived reentrancy of the function is 

not diminished if this option is chosen.

The xlates buffer starts on a 4K boundary within the partition’s logical address range else H_PARAMETER.

The length parameter is between 1 and 256 else H_PARAMETER.

Each translation originally references the same physical page else H_PARAMETER.

Each logical bus offset is within the allocated range of the calling partition else H_PARAMETER. 

Check the logical bus number:

Is allocated to the calling partition else H_PARAMETER.

If the bus referenced an unsupported DMA agent, place the index of the translation entry (0-255) into regis-

ter R4 and return H_Function.

If the logical bus number is not supported, return H_PARAMETER.

Note: The following is written from the perspective of a PCI DMA agent, other DMA agents may require a different 

sequence of operations to achieve equivalent results.

The hypervisor disables arbitration for the IOA(s) associated with the translation entries. (In some cases, where 

multiple IOAs share a given TCE range, arbitration must be disabled for multiple IOAs. The firmware assigned 

the bus address ranges to each IOA so knows which IOAs correspond to which translation.) 

Waits for outstanding DMA write activity to complete. (This is accomplished by doing a load from an appropriate 

register the bridge(s) closest to the IOA -- when the load completes (dependency on load data is satisfied) all 

DMA write activity has completed.)

The hypervisor copies the contents of the 4K page originally accessed by the TCE(s) to the page referenced by the 

newpage value.

The hypervisor translates the logical address within the newpage parameter and stores the resultant value in the 

TCE table entries specified by the translation entries.

Executes a sync operation to ensure that the new TCE data is visible.

The hypervisor enables arbitration on the IOA(s) associated with the translation entities and returns 

H_SUCCESS.

14.5.4.9 (Section Number Reserved For Compatibility) 

14.5.4.10 Performance Monitor Support hcall()s

14.5.4.10.1 H_PERFMON

To manage the Performance Monitor Function:

int64 /* H_SUCCESS, 

H_HARDWARE, Hardware error

H_PARAMETER, Unsupported mode bit

H_BUSY, Try again

H_RESOURCE Conflicting resources in use*/
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hcall (const uint64 H_PERFMON, /* Function code */

uint64 mode-set, /* Platform Modes to enable */

uint64 mode-reset); /* Platform Modes to reset */

Parameters:

mode-setPlatform specific modes to be set by this call

mode-resetPlatform specific modes to be reset by this call

Semantics:

mode-set bit(s) check for platform specific validity else H_PARAMETER

mode-reset bit(s) check for platform specific validity else H_PARAMETER

if any mode-set bits are set, activate corresponding mode(s) - if logically capable else H_RESOURCE

if any mode-reset bits are on, deactivate corresponding mode(s) - if logically capable else H_RESOURCE

place current state of platform specific modes in R4, return H_SUCCESS

Defined Perfmon mode bits:

bit 0: 1= Enable Perfmon

bit1: 0= Low threshold granularity 1= High threshold granularity

14.6 RTAS Requirements

RTAS function as specified in this architecture is still required for PAPR LPAR partition. RTAS is instantiated via an 

OF client interface call. RTAS operates without memory translation, therefore, the OS should instantiate it within the 

RMA, however, the OF client interface does not enforce this limitation. The RTAS calling sequences remain un-

changed. However, in LPAR configurations RTAS code is implemented differently than in non-LPAR systems. LPAR 

RTAS has a part which is replicated in each partition, and since RTAS has the capability to manipulate hardware sys-

tem resources, RTAS has a part which is implemented in the hypervisor. In the hypervisor, there is a check of the RTAS 

parameters for validity before execution. Therefore, the function of the partition replicated RTAS call is to martial the 

arguments and make the required hidden hcall()s to the hypervisor. In a non-LPAR system, RTAS calls are assumed to 

be made with valid parameters. This cannot be assumed with LPAR. The LPAR RTAS operates by all the rules of 

non-LPAR RTAS relative to it running real, with real mode pointers to arguments and the same serialization require-

ment relative to a single partition. However, the hypervisor may not assume that the caller is following these serializa-

tion rules, failure on the part of the OS to properly serialize is allowed to cause unpredictable results within the scope 

of the calling partition but may not affect the proper operation of other platform partitions. 

The following is a list of RTAS functions that are not defined or implemented when the LPAR option is active:

restart-rtas

R1–14.6–1. For the LPAR option: The platform must implement the PowerPC External Interrupt option.

R1–14.6–2. For the LPAR option: The Firmware must initialize each processor’s interrupt management area’s 

CPPR to the most favored level and its MFRR to the least favored level before passing control of the proces-

sor to the OS.

R1–14.6–3. For the LPAR option: The RTAS rules of serialization of RTAS calls must only apply to a partition 

and not to the system.


