XEN/IA64 SETUP HOWTO

1. Install native Linux RHEL5.0
Tools requirement:



elilo.efi: used to boot Linux ( You can get it from CD media disk)

Install stage:

A. Install from CD media, jump to F step.
B. Install from ISO file, fall through.
C. Create a vfat partition on original disk. The mount point of this partition must be set to “/boot/efi”

D. Get minimal kernel and initrd from ISO file, you can do it by following steps below:


mount -oloop RHEL5-Server-20070208.0-ia64-disc1-ftp.iso /mnt/install/


cd /mnt/install/image/pxeboot


cp vmlinuz initrd.img /boot/efi/
E. Create elilo.conf file and locate it at /boot/efi. The content of elilo.conf like below:
	prompt

timeout=20

default=linux

relocatable

image=vmlinuz

label=linux

initrd=initrd.img

read-only

append=""




F. At this step. You have had all the necessary files which needed by linux installation. Go to the directory where the elilo.efi and elilo.conf located and type below command:  
elilo linux text

Then Linux installation started.

*notice: RHEL5.0 may not support some kinds of graphic card, such as the card of HITACHI box. So please use text mode to start installation.
2. Install XEN/IA64 on native RHEL5.0
Tools requirement:



xlilo.efi: similar with elilo.efi but it’s used to boot XEN.

Get source and install XEN:

A.  Get HG tool. You can download it from http://www.selenic.com/mercurial/wiki/
B.  Install HG tool. Follow steps below:



tar xf mercurial-0.9.4.tar



cd mercurial-0.9.4



python setup.py install


C.  Get source of Xen. The source is divided into two parts. One is xen-unstable.hg which includes Xen kernel source and Xen tool source; another is linux-2.6.18-xen.hg which includes dom0 source. You can get them by following steps:

 
cd /root



hg clone http://xenbits.xensource.com/ext/ia64/xen-unstable.hg 



hg clone http://xenbits.xensource.com/ext/ia64/linux-2.6.18-xen.hg 



*notice: when you making source of XEN, the makefile would try to find 




linux-2.6.18-xen.h automatically. The searching path are “./” and “../”, so we 



strongly recommend you locate both xen-unstable.hg and linux-2.6.18-xen.hg at 



same directory
D. Build source of XEN. Go to the directory of XEN source and type “make world”. The steps likes below:

cd xen-unstable.hg


make world




*notice: make sure you have located linux-2.6.18-xen.hg at proper place. See step 



C. If you meet an error during building time, it may be caused by unstable 



changeset of XEN. Then you can use HG tool to check out a stable changeset for 



building. Currently we recommend you use Changeset 15560. The steps like below:


cd xen-unstable.hg


hg co –C 15560




The changeset of linux-2.6.18-xen.hg should be according to xen-unstable.hg. If 



you use changeset 15560 of xen-unstable.hg, the counterpart thing need be done on 


linux-2.6.18-xen.hg. Steps like below:

cd linux-2.6.18-xen


hg co –C 126




In generally, the only thing need to do is download source and type “make world”. 


If you unfortunately get an unstable changeset, follow steps above.

E. At this step, you should build XEN successful. The target files showed below:




*notice: vmlinux.gz(Dom0’s kernel): at xen-unstable.hg/build-linux-2.6.18-xen_ia64/




xen.gz(Xen’s kernel): at xen-unstable.hg/xen




Directory named “dist”(includes Xen’s tools): at xen-unstable.hg/
F. Install XEN by manual. Copy vmlinux.gz and xen.gz to /boot/efi/efi/redhat, then run the install script. Steps like below:



cp xen-unstable.hg/xen/xen.gz  /boot/efi/efi/redhat/


cp xen-unstable.hg/build-linux-2.6.18-xen_ia64/vmlinux.gz  /boot/efi/efi/redhat/


cd xen-unstable/dist/



./install.sh
G. Add xen boot entry into elilo.conf. The whole elilo.conf file with xen boot entry showed as below:
	prompt

timeout=20

default=xen

relocatable

image=vmlinuz-2.6.18-8.el5

label=linux

initrd=initrd-2.6.18-8.el5.img

read-only

root=/dev/VolGroup00/LogVol00

append="rhgb quiet crashkernel=256M@256M"

image=vmlinux.gz

label=xen

initrd= initrd-2.6.18-8.el5.img
vmm=xen.gz

read-only

append=" --nomca console=tty0 root=/dev/VolGroup00/LogVol00"



*notice: Please refer to《Xen User’s Manual》(Xen v3.0 ) to get detailed info about how to configure “append” parameter. For example, assuming you “/” mount point is “/dev/sda2”, the below “append” parameter can make your XEN work:



append = “ –nomca console=tty0 root=/dev/sda2”

It’s similar with “append” parameter in native Linux boot entry.

You can get the manual mentioned before from below URL:

http://wiki.xensource.com/xenwiki/XenDocs
H. Boot from XEN. Go to the directory where the elilo.conf located and type “xlilo xen, usually it’s at /boot/efi/efi/redhat/”. Steps like below:



Fs0:/efi/redhat> xlilo xen
Xen’s booting process is similar with native Linux. After a few minutes, you can get a familiar log in window. Log in it just like native Linux. The difference is the Linux you used now is actually running on XEN, we called it as domain zero (Dom0)

3. Install a VTI guest 
Tools Requirement:



Guest firmware: the bios of VTI guest. It is released by Intel
RPM: bridge-utils-1.1-2.ia64.rpm is not default installed with RHEL5.0. You must       install it by manual. It can be found in your ISO file or CD media.
Install stage:

Congratulations! You have successful installed XEN on you Itanium system. Now, let’s begin to install an OS in VTI guest. After a while, you would get a really un-modified guest OS running on XEN with Intel’s VT technology.




*notice: before continue following steps, we strongly recommend you to read the 



《Xen User’s Manual》(Xen v3.0 )that we mentioned again and again. It tells you 



the basic operations of XEN. Getting an idea of how to play with XEN makes below 


steps smooth.
A. Create a configure file of VTI guest.
The configure file is used to configure parameter of VTI guest (eg. Memory size, firmware path, vcpu number and so on). You can easily get an example template from “dist/install/etc/xen/xmexample.vti”. The “dist” directory is produced in building stage, see step E of “Install XEN/IA64 on native RHEL5.0”

The configure file has contents like below:

	#  -*- mode: python; -*-

#============================================================================

# Python configuration setup for 'xm create'.

# This script sets the parameters used when a domain is created using 'xm create'.

# You use a separate script for each domain you want to create, or

# you can set the parameters for the domain on the xm command line.

#============================================================================

import os, re

arch = os.uname()[4]

arch_libdir = 'lib'

#----------------------------------------------------------------------------

# Kernel image file.

kernel="/root/Flash.fd.2007.06.05"

# The domain build function. VTI domain uses 'hvm'.

builder='hvm'

# Initial memory allocation (in megabytes) for the new domain.

#

# WARNING: Creating a domain with insufficient memory may cause out of

#          memory errors. The domain needs enough memory to boot kernel

#          and modules. Allocating less than 32MBs is not recommended.

memory = 1024

# A name for your domain. All domains must have different names.

name = "ExampleVTIDomain"

# the number of cpus guest platform has, default=1

vcpus=8

# List of which CPUS this domain is allowed to use, default Xen picks

#cpus = ""         # leave to Xen to pick

#cpus = "0"        # all vcpus run on CPU0

#cpus = "0-3,5,^1" # run on cpus 0,2,3,5
# Optionally define mac and/or bridge for the network interfaces.

# Random MACs are assigned if not given.

#vif = [ 'type=ioemu, mac=00:16:3e:00:00:11, bridge=xenbr0, model=ne2k_pci' ]

# type=ioemu specify the NIC is an ioemu device not netfront

#vif = [ 'type=ioemu, mac=00.16:3e:00:00:11, bridge=xenbr0' ]

vif = [ 'type=ioemu, bridge=eth0' ]

#----------------------------------------------------------------------------

# Define the disk devices you want the domain to have access to, and

# what you want them accessible as.

# Each disk entry is of the form phy:UNAME,DEV,MODE

# where UNAME is the device, DEV is the device name the domain will see,

# and MODE is r for read-only, w for read-write.

#disk = [ 'phy:hda1,hda1,r' ]

disk = [ 'file:/home/ronghui/linux.img,hda,w' ]

#disk = [ 'file:/root/rhel4u3_4g.img,hda,w' ]

#----------------------------------------------------------------------------

# Set according to whether you want the domain restarted when it exits.

# The default is 'onreboot', which restarts the domain when it shuts down

# with exit code reboot.

# Other values are 'always', and 'never'.

#restart = 'onreboot'

#============================================================================

# New stuff

device_model = '/usr/' + arch_libdir + '/xen/bin/qemu-dm.debug'

#-----------------------------------------------------------------------------

# boot on floppy (a), hard disk (c) or CD-ROM (d)

# default: hard disk, cd-rom, floppy

#boot="cda"

#-----------------------------------------------------------------------------

#  write to temporary files instead of disk image files

#snapshot=1

#----------------------------------------------------------------------------

# enable SDL library for graphics, default = 0

sdl=1

#----------------------------------------------------------------------------

# enable VNC library for graphics, default = 1

vnc=0

#----------------------------------------------------------------------------

# set VNC display number, default = domid

#vncdisplay=1

#----------------------------------------------------------------------------

# try to find an unused port for the VNC server, default = 1

#vncunused=1

#----------------------------------------------------------------------------

# enable spawning vncviewer for domain's console

# (only valid when vnc=1), default = 0

#vncconsole=0

#----------------------------------------------------------------------------

# set password for domain's VNC console

# default is depents on vncpasswd in xend-config.sxp

vncpasswd=''

#----------------------------------------------------------------------------

# no graphics, use serial port

#nographic=0

#----------------------------------------------------------------------------

# enable stdvga, default = 0 (use cirrus logic device model)

stdvga=0

#-----------------------------------------------------------------------------

#   serial port re-direct to pty deivce, /dev/pts/n

#   then xm console or minicom can connect

serial='pty'

#-----------------------------------------------------------------------------

#   Qemu Monitor, default is disable

#   Use ctrl-alt-2 to connect

#monitor=1

#-----------------------------------------------------------------------------

#   enable sound card support, [sb16|es1370|all|..,..], default none

#soundhw='sb16'

#-----------------------------------------------------------------------------

#    set the real time clock to local time [default=0 i.e. set to utc]

#localtime=1

#-----------------------------------------------------------------------------

#    start in full screen

#full-screen=1   diff -r 42cab8724273 tools/libxc/xc_ia64_stubs.c

#-----------------------------------------------------------------------------

#   Enable USB support (specific devices specified at runtime through the

#           monitor window)

#usb=1

#   Enable USB mouse support (only enable one of the following, `mouse' for

#                 PS/2 protocol relative mouse, `tablet' for

#                 absolute mouse)

#usbdevice='mouse'

#usbdevice='tablet'

#-----------------------------------------------------------------------------

#   Set keyboard layout, default is en-us keyboard.

#keymap='ja'

monitor=1

	

	

	


Please refer to 《Xen User’s Manual》(Xen v3.0 ) or comments in xmexample.vti to get detailed info about how to configure a VTI guest. In generally, you only need set a few fields:

Kernel: path of firmware

Vcpus: vcpu number which means the cpu number of you VTI guest

Memory: memory size of your VTI guest

Disk: disk file of your VTI guest. It could be a physical disk or an image file

Vif: network configure of your VTI guest.


   *notice: the “memory” must be configured more than 256M. This is a compulsive 



requirement of VTI guest. 512M or 1024M are the values we recommend. Of course, 


if there is enough physical memory on you Itanium system, you can configure it 



with a lager value.

B. Create an image file which used as the disk of VTI guest. If you decide to use a physical disk as disk of VTI guest, jump to step C.

“dd” tool of Linux can do the work, steps like below(assume you need a disk with 4G volume):

dd  if=/dev/zero of=linux.img bs=1M count=1 seek=4094
Format image file to vfat:
mkfs.vfat linux.img
Now the image file is ready. Modify “disk” field in configure file of VTI guest (assuming linux.img located at /root):

disk = [ 'file:/root/linux.img,hda,w' ]




*notice: below steps is for installing linux in guset by NFS server or ISO file. So we 


need copy the minimal kernel and initrd file to image file. More information about 



making image file you can refer to Appendix A of《Xen User’s Manual》(Xen v3.0 ). 


If you want to install Linux in guest by CD media, ignore below stuff and jump to D
Copy minimal kernel and initrd to image file:


mount –oloop linux.img /mnt/


cp vmlinuz initrd.img elilo.efi elilo.conf /mnt


umount /mnt/

C. Use physical disk as VTI guest’s disk. Directly set “disk” filed as below(assuming the disk is sdb)
disk = [ 'phy:/dev/sdb,hda,w' ]


*notice: if you want to install Linux in guest by NFS sever or ISO file, please copy 



minimal kernel and initrd to the vfat partition of physical disk which used as guest’s 


disk.

Jump to step E.

D. If you want to install Linux in VTI guest by CD media. Modify “disk” field and “boot” field in configure file of VTI guest. Steps like below(assuming you use physical disk as VTI guest’s disk, see step C):
disk = [ 'phy:/dev/sdb,hda,w', ‘file:/root/file.iso,hdc:cdrom, r’ ]



*notice: the file.iso is the file which used as CDROM of VTI guest. For example, it 


could be RHEL5-Server-20070208.0-ia64-disc1-ftp.iso.

Set “boot” field to “d” which means boot from CDROM. Steps like below:



boot = ‘d’
E. Set “vif” field in configure file of VTI guest. Steps like below:

vif = [ 'type=ioemu, bridge=eth0' ]

  

*notice: Guest booting may block in this step. The reason is that losing of 




bridge-utils-1.1-2.ia64.rpm, see tools requirement. If you use a old changeset the 



“bridge” parameter must be set to “xenbr0”. We strongly recommend you use 



newest changeset to avoid that.
F. At this step, you should have a right configure file of VTI guest. Now let’s boot it up to install Linux in it. Two things need to do:

Start Xend. Xend is a control panel of XEN. Before boot a VTI guest, we should start up it. Steps like below:



root@xxxx>xend start

Boot up VTI guest. After Xend started, we can use “xm” command to boot up a VTI guest. You can get detailed info of “xm” by typing command “xm –help”. Steps like below:



xm create xmexample.vti
Then, you would get an emulator window start up and a familiar EFI shell in it. The last things just like playing in native Linux. You can go on the installation stage.
4. Ask for help
If you meet any question can’t be solved by yourself, please send mail to XEN/IA64 mail list to ask for help. 


There are currently four official Xen mailing lists:


xen-devel@lists.xensource.com  Used for development discussions and bug reports.


Subscribe at:


http://lists.xensource.com/xen-devel


xen-users@lists.xensource.com Used for installation and usage discussions and re- 
quests for help. Subscribe at:


http://lists.xensource.com/xen-users


xen-announce@lists.xensource.com  Used for announcements only. Subscribe at:


http://lists.xensource.com/xen-announce


xen-changelog@lists.xensource.com Changelog feed from the unstable and 2.0 trees


- developer oriented. Subscribe at:


http://lists.xensource.com/xen-changelog
PAGE  
9

