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OpenStack configuration overview

OpenStack is a collection of open source project components that enable setting up cloud
services. Each component uses similar configuration techniques and a common framework
for INI file options.

This guide pulls together multiple references and configuration options for the following
OpenStack components:

Bare metal service
OpenStack Block Storage
OpenStack Compute
OpenStack dashboard
Database service for OpenStack
Data processing service
OpenStack Identity
OpenStack Image service
OpenStack Networking
OpenStack Object Storage
Orchestration

Telemetry

Conventions

The OpenStack documentation uses several typesetting conventions.

Notices

Notices take these forms:

3 Note

A handy tip or reminder.

2 Important

Something you must be aware of before proceeding.

XX
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O Warning

Critical information about the risk of data loss or security issues.

Command prompts

$ prompt  Any user, including the r oot user, can run commands that are prefixed with
the $ prompt.

# prompt  Ther oot user must run commands that are prefixed with the # prompt. You

can also prefix these commands with the sudo command, if available, to run
them.

Document change history

This version of the guide replaces and obsoletes all earlier versions.

The following table describes the most recent changes:

Revision Date Summary of Changes

October 15, 2014 ¢ Updates for Juno: updated all configuration tables, include sample configuration files, add
chapter for Data processing service, update and enhance driver configuration.

April 16, 2014 * Update for Icehouse: Updated all configuration tables, include sample configuration files,
add chapters for Database service, Orchestration, and Telemetry.

March 11, 2014 ¢ Sorted component listing. Moved procedures to the Cloud Administrator Guide

January 9, 2014 * Removes content addressed in installation, merges duplicated content, and revises legacy
references.

October 17, 2013 * Havana release.

August 16, 2013 * Moves Block Storage driver configuration information from the Block Storage Administra-

tion Guide to this reference.

June 10, 2013 Initial creation of Configuration Reference.

Configuration file format

OpenStack uses the IN/ file format for configuration files. An INI file is a simple text file that
specifies options as key=val ue pairs, grouped into sections. The DEFAULT section con-
tains most of the configuration options. Lines starting with a hash sign (#) are comment
lines. For example:

[ DEFAULT]

# Print debugging output (set |ogging |evel to DEBUG i nstead
# of default WARNING | evel ). (bool ean val ue)

debug = true

# Print nore verbose output (set |ogging |level to I NFO instead
# of default WARNING | evel ). (bool ean val ue)

verbose = true

[ dat abase]

# The SQLAl cheny connection string used to connect to the

# dat abase (string val ue)

connection = nysql://keyst one: KEYSTONE_DBPASS@ontrol | er/ keyst one

XXi
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Options can have different types for values. The comments in the sample config files always
mention these. The following types are used by OpenStack:

boolean value

floating point value

integer value

list value

multi valued

string value

Enables or disables an option. The allowed values are t r ue
andf al se.

# Enabl e the experinmental use of database reconnect
on

# connection | ost (bool ean val ue)

use_db_reconnect = fal se

A floating point number like 0. 25 or 1000.

# Sleep tine in seconds for polling an ongoi ng async
t ask

# (floating point val ue)

task_poll _interval = 0.5

An integer number is a number without fractional compo-
nents, like O or 42.

# The port which the OpenStack Compute service
l'istens on.

# (integer val ue)

conmpute_port = 8774

Represents values of other types, separated

by commas. As an example, the following sets

al | owed_r pc_excepti on_nodul es to a list contain-
ing the four elements osl 0. nessagi ng. excepti ons,
nova. excepti on, ci nder. excepti on, and excep-

tions:

# Modul es of exceptions that are permitted to be
recreated

# upon receiving exception data froman rpc call.
(list value)

al | oned_r pc_excepti on_nodul es = osl 0. nessagi ng.

excepti ons, nova. excepti on, ci nder. excepti on,

exceptions

A multi-valued option is a string value and can be given more
than once, all values will be used.

# Driver or drivers to handle sending notifications.
(mul ti

# val ued)

notification_driver = nova. openstack. conmon.

notifier.rpc_notifier

notification_driver = ceil onmeter.conpute.

nova notifier

Strings can be optionally enclosed with single or double
quotes.

XXii
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# onready allows you to send a notification when the

process

# is ready to serve. For exanple, to have it notify
usi ng

# systend, one could set shell conmmand: "onready =
syst end-

# notify --ready" or a nodule with notify() nethod:
"onready =

# keyst one. common. systend". (string val ue)
onready = systend-notify --ready

# |If an instance is passed with the | og nessage,

format it
# like this (string val ue)
instance_format = "[instance: % uuid)s]

Sections

Configuration options are grouped by section. Most configuration files support at least the
following sections:

[ DEFAULT] Contains most configuration options. If the documentation for a configu-
ration option does not specify its section, assume that it appears in this sec-
tion.

[ dat abase] Configuration options for the database that stores the state of the Open-
Stack service.

Substitution

The configuration file supports variable substitution. After you set a configuration option,
it can be referenced in later configuration values when you precede it with a $, like $OP-
TI ON.

The following example uses the values of r abbi t _host and rabbit _port to define the
value of the r abbi t _host s option, in this case ascontrol | er: 5672.

# The Rabbit MQ br oker address where a single node is used.
# (string val ue)
rabbit _host = controller

# The Rabbi t MQ br oker port where a single node is used.
# (integer val ue)
rabbit_port = 5672

# Rabbit MQ HA cl uster host:port pairs. (list val ue)
rabbi t _hosts = $rabbit_host: $rabbit_port

To avoid substitution, use $$, it is replaced by a single $. For example, if your LDAP DNS
password is $xkj 432, specify it, as follows:

| dap_dns_password = $$xkj 432

The code uses the Python st ri ng. Tenpl at e. saf e_substit ut e() method to imple-
ment variable substitution. For more details on how variable substitution is resolved, see
http://docs.python.org/2/library/string.html#template-strings and PEP 292.

XXiii
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Whitespace
To include whitespace in a configuration value, use a quoted string. For example:

| dap_dns_passsword='a password wi th spaces'

Define an alternate location for a config file

Most services and the *-manage command-line clients load the configuration file. To define
an alternate location for the configuration file, pass the - - confi g-fil e CONFI G_FI LE
parameter when you start a service or call a *-manage command.

XXiV
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1. Bare metal

The Bare metal service is capable of managing and provisioning physical machines. The con-
figuration file of this moduleis/ et c/ironi c/ironic. conf.

The following tables provide a comprehensive list of the Bare metal service configuration

options.

Table 1.1. Description of agent configuration options

Configuration option = Default value

‘ Description

[agent]

agent _api _version=vl

(StrOpt) API version to use for communicating with the
ramdisk agent.

agent _erase_devi ces_priority=None

(IntOpt) Priority to run in-band erase devices via the Ironic
Python Agent ramdisk. If unset, will use the priority set in
the ramdisk (defaults to 10 for the GenericHardwareMan-
ager). If set to 0, will not run during cleaning.

agent _pxe_append_par ans =nof b nonodeset
vga=nor nmal

(StrOpt) Additional append parameters for baremetal PXE
boot.

agent _pxe_bootfile_nane =pxelinux.0

(StrOpt) Neutron bootfile DHCP parameter.

agent _pxe_config_tenplate
=$pybasedi r/dri vers/ nod-
ul es/ agent _config.tenplate

(StrOpt) Template file for PXE configuration.

heart beat _ti neout =300

(IntOpt) Maximum interval (in seconds) for agent heart-
beats.

manage_tftp=True

(BoolOpt) Whether Ironic will manage TFTP files for the
deploy ramdisks. If set to False, you will need to config-
ure your own TFTP server that allows booting the deploy
ramdisks.

Table 1.2. Description of AMQP configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

control _exchange =openst ack

(StrOpt) The default exchange under which topics are
scoped. May be overridden by an exchange name speci-
fied in the transport_url option.

notification_driver =[]

(MultiStrOpt) Driver or drivers to handle sending notifica-
tions.

notification_topics=notifications

(ListOpt) AMQP topic used for OpenStack notifications.

transport_url =None

(StrOpt) A URL representing the messaging driver to use
and its full configuration. If not set, we fall back to the
rpc_backend option and driver specific configuration.

Table 1.3. Description of AMT configuration options

Configuration option = Default value

‘ Description

[amt]

action_wait =10

(IntOpt) Amount of time (in seconds) to wait, before retry-
ing an AMT operation

max_attenpts =3

(IntOpt) Maximum number of times to attempt an AMT
operation, before failing

protocol =http

(StrOpt) Protocol used for AMT endpoint, support http/
https
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Table 1.4. Description of API configuration options

Configuration option = Default value

Description

[api]

host _ip=0.0.0.0

(StrOpt) The IP address on which ironic-api listens.

max_|imt =1000

(IntOpt) The maximum number of items returned in a sin-
gle response from a collection resource.

port =6385

(IntOpt) The TCP port on which ironic-api listens.

Table 1.5. Description of authorization token configuration options

Configuration option = Default value

Description

[keystone_authtoken]

adm n_passwor d =None

(StrOpt) Service user password.

admi n_t enant _nane =adnin

(StrOpt) Service tenant name.

adm n_t oken = None

(StrOpt) This option is deprecated and may be removed
in a future release. Single shared secret with the Keystone
configuration used for bootstrapping a Keystone instal-
lation, or otherwise bypassing the normal authentication
process. This option should not be used, use “admin_user’
and “admin_password" instead.

adm n_user =None

(StrOpt) Service username.

aut h_adm n_prefix=

(StrOpt) Prefix to prepend at the beginning of the path.
Deprecated, use identity_uri.

aut h_host =127.0.0.1

(StrOpt) Host providing the admin Identity APl endpoint.
Deprecated, use identity_uri.

aut h_pl ugi n = None

(StrOpt) Name of the plugin to load

aut h_port =35357

(IntOpt) Port of the admin Identity APl endpoint. Depre-
cated, use identity_uri.

aut h_protocol =https

(StrOpt) Protocol of the admin Identity APl endpoint (http
or https). Deprecated, use identity_uri.

aut h_secti on =None

(StrOpt) Config Section from which to load plugin specific
options

aut h_uri =None

(StrOpt) Complete public Identity API endpoint.

aut h_ver si on = None

(StrOpt) API version of the admin Identity APl endpoint.

cache = None

(StrOpt) Env key for the swift cache.

cafil e=None

(StrOpt) A PEM encoded Certificate Authority to use when
verifying HTTPs connections. Defaults to system CAs.

certfil e=None

(StrOpt) Required if identity server requires client certifi-
cate

check_revocations_for_cached=Fal se

(BoolOpt) If true, the revocation list will be checked for
cached tokens. This requires that PKI tokens are config-
ured on the identity server.

del ay_aut h_deci si on =Fal se

(BoolOpt) Do not handle authorization requests within
the middleware, but delegate the authorization decision
to downstream WSGI components.

enf or ce_t oken_bi nd = per m ssi ve

(StrOpt) Used to control the use and type of token bind-
ing. Can be set to: "disabled" to not check token binding.
"permissive” (default) to validate binding information if
the bind type is of a form known to the server and ignore
it if not. "strict” like "permissive" but if the bind type is un-
known the token will be rejected. "required" any form of
token binding is needed to be allowed. Finally the name of
a binding method that must be present in tokens.
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Configuration option = Default value

Description

hash_al gori t hns =nd5

(ListOpt) Hash algorithms to use for hashing PKI tokens.
This may be a single algorithm or multiple. The algorithms
are those supported by Python standard hashlib.new().
The hashes will be tried in the order given, so put the pre-
ferred one first for performance. The result of the first
hash will be stored in the cache. This will typically be set to
multiple values only while migrating from a less secure al-
gorithm to a more secure one. Once all the old tokens are
expired this option should be set to a single value for bet-
ter performance.

http_connect _ti neout =None

(IntOpt) Request timeout value for communicating with
Identity API server.

http_request _max_retries=3

(IntOpt) How many times are we trying to reconnect
when communicating with Identity API Server.

identity_uri =None

(StrOpt) Complete admin Identity APl endpoint. This
should specify the unversioned root endpoint e.g. https://
localhost:35357/

i ncl ude_servi ce_cat al og=True

(BoolOpt) (Optional) Indicate whether to set the X-Ser-
vice-Catalog header. If False, middleware will not ask for
service catalog on token validation and will not set the X-
Service-Catalog header.

i nsecur e =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e=None

(StrOpt) Required if identity server requires client certifi-
cate

nmencache_pool _conn_get _ti neout =10

(IntOpt) (Optional) Number of seconds that an operation
will wait to get a memcache client connection from the
pool.

nmencache_pool _dead_retry =300

(IntOpt) (Optional) Number of seconds memcached server
is considered dead before it is tried again.

nencache_pool _maxsi ze =10

(IntOpt) (Optional) Maximum total number of open con-
nections to every memcached server.

nmencache_pool _socket tineout =3

(IntOpt) (Optional) Socket timeout in seconds for commu-
nicating with a memcache server.

nmencache_pool _unused_ti meout =60

(IntOpt) (Optional) Number of seconds a connection to
memcached is held unused in the pool before it is closed.

nmencache_secr et _key = None

(StrOpt) (Optional, mandatory if
memcache_security_strategy is defined) This string is used
for key derivation.

nenctache_security_strategy = None

(StrOpt) (Optional) If defined, indicate whether token da-
ta should be authenticated or authenticated and encrypt-
ed. Acceptable values are MAC or ENCRYPT. If MAC, to-
ken data is authenticated (with HMAC) in the cache. If EN-
CRYPT, token data is encrypted and authenticated in the
cache. If the value is not one of these options or empty,
auth_token will raise an exception on initialization.

nmencache_use_advanced_pool =Fal se

(BoolOpt) (Optional) Use the advanced (eventlet safe)
memcache client pool. The advanced pool will only work
under python 2.x.

nmencached_servers =None

(ListOpt) Optionally specify a list of memcached server(s)
to use for caching. If left undefined, tokens will instead be
cached in-process.

revocati on_cache_tinme =10

(IntOpt) Determines the frequency at which the list of
revoked tokens is retrieved from the Identity service (in
seconds). A high number of revocation events combined
with a low cache duration may significantly reduce perfor-
mance.
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Configuration option = Default value

Description

si gni ng_di r = None

(StrOpt) Directory used to cache files related to PKI to-
kens.

t oken_cache_ti ne =300

(IntOpt) In order to prevent excessive effort spent validat-
ing tokens, the middleware caches previously-seen tokens
for a configurable duration (in seconds). Set to -1 to dis-
able caching completely.

Table 1.6. Description of authorization configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

aut h_strat egy =keyst one

(StrOpt) Authentication strategy used by ironic-api: one of
"keystone" or "noauth". "noauth” should not be used in a
production environment because all authentication will be
disabled.

Table 1.7. Description of Cisco UCS configuration options

Configuration option = Default value

‘ Description

[cisco_ucs]

action_interval =5

(IntOpt) Amount of time in seconds to wait in between
power operations

max_retry =6

(IntOpt) Number of times a power operation needs to be
retried

Table 1.8. Description of common configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

bindir =/usr/local/bin

(StrOpt) Directory where ironic binaries are installed.

enabl ed_dri vers =pxe_i pni t ool

(ListOpt) Specify the list of drivers to load during service
initialization. Missing drivers, or drivers which fail to initial-
ize, will prevent the conductor service from starting. The
option default is a recommended set of production-orient-
ed drivers. A complete list of drivers present on your sys-
tem may be found by enumerating the "ironic.drivers" en-
trypoint. An example may be found in the developer docu-
mentation online.

fatal _deprecati ons =Fal se

(BoolOpt) Enables or disables fatal status of deprecations.

force_raw_i mages =True

(BoolOpt) If True, convert backing images to "raw" disk im-
age format.

grub_config_tenpl at e =$pybasedi r/ com
non/ grub_conf.tenpl ate

(StrOpt) Template file for grub configuration file.

hash_di stribution_replicas=1

(IntOpt) [Experimental Feature] Number of hosts to map
onto each hash partition. Setting this to more than one
will cause additional conductor services to prepare deploy-
ment environments and potentially allow the Ironic cluster
to recover more quickly if a conductor instance is terminat-
ed.

hash_partition_exponent =5

(IntOpt) Exponent to determine number of hash parti-
tions to use when distributing load across conductors.
Larger values will result in more even distribution of

load and less load when rebalancing the ring, but more
memory usage. Number of partitions per conductor is
(2"hash_partition_exponent). This determines the granu-
larity of rebalancing: given 10 hosts, and an exponent of
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Description

the 2, there are 40 partitions in the ring. A few thousand
partitions should make rebalancing smooth in most cas-
es. The default is suitable for up to a few hundred conduc-
tors. Too many partitions has a CPU impact.

host =1 ocal host

(StrOpt) Name of this node. This can be an opaque identi-
fier. It is not necessarily a hostname, FQDN, or IP address.
However, the node name must be valid within an AMQP
key, and if using ZeroMQ, a valid hostname, FQDN, or IP
address.

i solinux_bin=/usr/lib/syslin-
ux/ i solinux.bin

(StrOpt) Path to isolinux binary file.

i sol i nux_config_tenpl ate=%$pybasedi r/ com
non/ i sol i nux_config.tenpl ate

(StrOpt) Template file for isolinux configuration file.

nmencached_servers =None

(ListOpt) Memcached servers or None for in process cache.

ny_ip=10.0.0.1

(StrOpt) IP address of this host. If unset, will determine
the IP programmatically. If unable to do so, will use
"127.0.0.1".

paral | el _i mage_downl oads =Fal se

(BoolOpt) Run image downloads and raw format conver-
sions in parallel.

periodi c_interval =60

(IntOpt) Seconds between running periodic tasks.

pybasedir =/usr/1ib/python/site-pack-
ages/ironic/ironic

(StrOpt) Directory where the ironic python module is in-
stalled.

rootw ap_config=/etc/ironic/rootw ap. conf

(StrOpt) Path to the rootwrap configuration file to use for
running commands as root.

run_ext ernal _peri odi c_t asks =True

(BoolOpt) Some periodic tasks can be run in a separate
process. Should we run them here?

st at e_pat h =$pybasedi r

(StrOpt) Top-level directory for maintaining ironic's state.

tenpdi r =None

(StrOpt) Explicitly specify the temporary working directory.

Table 1.9. Description of conductor configuration options

Configuration option = Default value

‘ Description

[conductor]

api _url =None

(StrOpt) URL of Ironic API service. If not set ironic can get
the current value from the keystone service catalog.

check_provision_state_interval =60

(IntOpt) Interval between checks of provision timeouts, in
seconds.

cl ean_nodes =Tr ue

(BoolOpt) Cleaning is a configurable set of steps, such as
erasing disk drives, that are performed on the node to en-
sure it is in a baseline state and ready to be deployed to.
This is done after instance deletion, and during the transi-
tion from a "managed" to "available" state. When enabled,
the particular steps performed to clean a node depend on
which driver that node is managed by; see the individual
driver's documentation for details. NOTE: The introduction
of the cleaning operation causes instance deletion to take
significantly longer. In an environment where all tenants
are trusted (eg, because there is only one tenant), this op-
tion could be safely disabled.

configdrive_sw ft_container =
i roni c_configdrive_contai ner

(StrOpt) Name of the Swift container to store config drive
data. Used when configdrive_use_swift is True.

configdrive_use_swi ft =Fal se

(BoolOpt) Whether to upload the config drive to Swift.

depl oy_cal | back_ti meout =1800

(IntOpt) Timeout (seconds) to wait for a callback from a
deploy ramdisk. Set to 0 to disable timeout.

force_power_state_during_sync=True

(BoolOpt) During sync_power_state, should the hardware
power state be set to the state recorded in the database
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Description

(True) or should the database be updated based on the
hardware state (False).

heart beat _i nterval =10

(IntOpt) Seconds between conductor heart beats.

heart beat _ti neout =60

(IntOpt) Maximum time (in seconds) since the last check-
in of a conductor. A conductor is considered inactive when
this time has been exceeded.

i nspect _ti neout =1800

(IntOpt) Timeout (seconds) for waiting for node inspec-
tion. 0 - unlimited.

node_| ocked_retry_attenpts=3

(IntOpt) Number of attempts to grab a node lock.

node_| ocked_retry_interval =1

(IntOpt) Seconds to sleep between node lock attempts.

periodi c_nmax_wor kers =8

(IntOpt) Maximum number of worker threads that can be
started simultaneously by a periodic task. Should be less
than RPC thread pool size.

power _state_sync_nax_retries=3

(IntOpt) During sync_power_state failures, limit the num-
ber of times Ironic should try syncing the hardware node
power state with the node power state in DB

send_sensor _dat a =Fal se

(BoolOpt) Enable sending sensor data message via the no-
tification bus

send_sensor_data_i nterval =600

(IntOpt) Seconds between conductor sending sensor data
message to ceilometer via the notification bus.

send_sensor_data_types =ALL

(ListOpt) List of comma separated meter types which need
to be sent to Ceilometer. The default value, "ALL", is a spe-
cial value meaning send all the sensor data.

sync_|l ocal _state_interval =180

(IntOpt) When conductors join or leave the cluster, exist-
ing conductors may need to update any persistent local
state as nodes are moved around the cluster. This option
controls how often, in seconds, each conductor will check
for nodes that it should "take over". Set it to a negative
value to disable the check entirely.

sync_power _state_interval =60

(IntOpt) Interval between syncing the node power state to
the database, in seconds.

wor ker s_pool _si ze =100

(IntOpt) The size of the workers greenthread pool.

Table 1.10. Description of console configuration options

Configuration option = Default value

‘ Description

[console]

subprocess_checking_interval =1

(IntOpt) Time interval (in seconds) for checking the status
of console subprocess.

subprocess_ti meout =10

(IntOpt) Time (in seconds) to wait for the console subpro-
cess to start.

term nal =shel | i naboxd

(StrOpt) Path to serial console terminal program

term nal _cert_dir =None

(StrOpt) Directory containing the terminal SSL cert(PEM)
for serial console access

term nal _pi d_dir =None

(StrOpt) Directory for holding terminal pid files. If not
specified, the temporary directory will be used.

Table 1.11. Description of database configuration options

Configuration option = Default value

‘ Description

[database]

backend =sql al cheny

(StrOpt) The back end to use for the database.

connecti on=None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the database.
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Configuration option = Default value

Description

connecti on_debug =0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

connection_trace =Fal se

(BoolOpt) Add Python stack traces to SQL as comment
strings.

db_inc_retry_interval =True

(BoolOpt) If True, increases the interval between retries of
a database operation up to db_max_retry_interval.

db_nmax_retries =20

(IntOpt) Maximum retries in case of connection error or
deadlock error before error is raised. Set to -1 to specify an
infinite retry count.

db_max_retry_interval =10

(IntOpt) If db_inc_retry_interval is set, the maximum sec-
onds between retries of a database operation.

db_retry_interval =1

(IntOpt) Seconds between retries of a database transac-
tion.

idle_timout =3600

(IntOpt) Timeout before idle SQL connections are reaped.

max_over f| ow= None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

max_pool _si ze = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

max_retries=10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

m n_pool _size=1

(IntOpt) Minimum number of SQL connections to keep
open in a pool.

nysql _engi ne =1 nnoDB

(StrOpt) MySQL engine to use.

nysql _sql _nmode = TRADI TI ONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

pool _ti nmeout =None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

retry_interval =10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

sl ave_connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

sglite_db=o0slo.sqglite

(StrOpt) The file name to use with SQLite.

sqlite_synchronous =True

(BoolOpt) If True, SQLite uses synchronous mode.

use_db_reconnect =Fal se

(BoolOpt) Enable the experimental use of database recon-
nect on connection lost.

Table 1.12. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backdoor _port =None

(StrOpt) Enable eventlet backdoor. Acceptable values are
0, <port>, and <start>:<end>, where 0 results in listening
on a random tcp port number; <port> results in listening
on the specified port number (and not enabling backdoor
if that port is in use); and <start>:<end> results in listening
on the smallest unused port number within the specified
range of port numbers. The chosen port is displayed in the
service's log file.

pecan_debug = Fal se

(BoolOpt) Enable pecan debug mode. WARNING: this is
insecure and should not be used in a production environ-
ment.
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Table 1.13. Description of deploy configuration options

Configuration option = Default value ‘ Description

[deploy]

dd_bl ock_si ze =1M (StrOpt) Block size to use when writing to the nodes disk.
efi _system partition_size=200 (IntOpt) Size of EFI system partition in MiB when configur-

ing UEFI systems for local boot.

iscsi_verify attenpts=3 (IntOpt) Maximum attempts to verify an iSCSI connection
is active, sleeping 1 second between attempts.

Table 1.14. Description of DHCP configuration options

Configuration option = Default value ‘ Description
[dhcp]
dhcp_provi der =neutron (StrOpt) DHCP provider to use. "neutron” uses Neutron,

and "none" uses a no-op provider.

Table 1.15. Description of disk partitioner configuration options

Configuration option = Default value ‘ Description

[disk_partitioner]

check_device_interval =1 (IntOpt) After Ironic has completed creating the partition
table, it continues to check for activity on the attached iSC-
Sl device status at this interval prior to copying the image
to the node, in seconds

check_device_max_retries =20 (IntOpt) The maximum number of times to check that the
device is not accessed by another process. If the device is
still busy after that, the disk partitioning will be treated as
having failed.

Table 1.16. Description of DRAC configuration options

Configuration option = Default value ‘ Description
[drac]
client_retry_count =5 (IntOpt) In case there is a communication failure, the

DRAC client is going to resend the request as many times
as defined in this setting.

client_retry_delay=5 (IntOpt) In case there is a communication failure, the
DRAC client is going to wait for as many seconds as de-
fined in this setting before resending the request.

Table 1.17. Description of glance configuration options

Configuration option = Default value ‘ Description

[glance]

al | owed_direct _url _schenes = (ListOpt) A list of URL schemes that can be downloaded
directly via the direct_url. Currently supported schemes:
[file].

aut h_strat egy =keystone (StrOpt) Authentication strategy to use when connecting

to glance. Only "keystone" and "noauth" are currently sup-
ported by ironic.

gl ance_api _i nsecur e =Fal se (BoolOpt) Allow to perform insecure SSL (https) requests
to glance.
gl ance_api _servers =None (ListOpt) A list of the glance api servers available to ironic.

Prefix with https:// for SSL-based glance API servers. For-
mat is [hostname | IP]:port.
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Configuration option = Default value

Description

gl ance_host =$ny_i p

(StrOpt) Default glance hostname or IP address.

gl ance_numretries=0

(IntOpt) Number of retries when downloading an image
from glance.

gl ance_port =9292

(IntOpt) Default glance port.

gl ance_protocol =http

(StrOpt) Default protocol to use when connecting to
glance. Set to https for SSL.

swi ft _account =None

(StrOpt) The account that Glance uses to communi-
cate with Swift. The format is "AUTH_uuid". "uuid" is
the UUID for the account configured in the glance-
api.conf. Required for temporary URLs. For example:
"AUTH_a422b2-91f3-2f46-74b7-d7c9e8958f5d30". Swift
temporary URL format: "endpoint_url/api_version/ac-
count/container/object_id"

swift_api _version=vl

(StrOpt) The Swift API version to create a temporary
URL for. Defaults to "v1". Swift temporary URL format:
"endpoint_url/api_version/account/container/object_id"

swi ft_contai ner =gl ance

(StrOpt) The Swift container Glance is configured to
store its images in. Defaults to "glance", which is the de-
fault in glance-api.conf. Swift temporary URL format:
"endpoint_url/api_version/account/container/object_id"

swi ft_endpoi nt _url =None

(StrOpt) The "endpoint" (scheme, hostname, option-

al port) for the Swift URL of the form "endpoint_url/
api_version/account/container/object_id". Do not include
trailing "/". For example, use "https://swift.example.com".
Required for temporary URLs.

swift_store_multiple_containers_seed=0

(IntOpt) This should match a config by the same name in
the Glance configuration file. When set to 0, a single-ten-
ant store will only use one container to store all images.
When set to an integer value between 1 and 32, a sin-
gle-tenant store will use multiple containers to store im-
ages, and this value will determine how many containers
are created.

swift_tenp_url _duration=1200

(IntOpt) The length of time in seconds that the temporary
URL will be valid for. Defaults to 20 minutes. If some de-
ploys get a 401 response code when trying to download
from the temporary URL, try raising this duration.

swift_tenp_url _key=None

(StrOpt) The secret token given to Swift to allow tempo-
rary URL downloads. Required for temporary URLs.

Table 1.18. Description of iLO configuration options

Configuration option = Default value

‘ Description

[ilo]

clean_priority_clear_secure_boot_keys=0

(IntOpt) Priority for clear_secure_boot_keys clean step.
This step is not enabled by default. It can be enabled to to
clear all secure boot keys enrolled with iLO.

clean_priority_erase_devi ces =None

(IntOpt) Priority for erase devices clean step. If unset, it de-
faults to 10. If set to 0, the step will be disabled and will
not run during cleaning.

clean_priority_reset_bios_to_default =10

(IntOpt) Priority for reset_bios_to_default clean step.

clean_priority_reset_ilo=1

(IntOpt) Priority for reset_ilo clean step.

clean_priority reset_ilo_credential =30

(IntOpt) Priority for reset_ilo_credential clean step. This
step requires "ilo_change_password" parameter to be up-
dated in nodes's driver_info with the new password.

clean_priority_reset_secure_boot_keys_to_de
=20

@uotQpt) Priority for reset_secure_boot_keys clean step.
This step will reset the secure boot keys to manufacturing
defaults.
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Description

client_port =443

(IntOpt) Port to be used for iLO operations

client_tinmeout =60

(IntOpt) Timeout (in seconds) for iLO operations

power _retry=6

(IntOpt) Number of times a power operation needs to be
retried

power _wait =2

(IntOpt) Amount of time in seconds to wait in between
power operations

swift_ilo_container =ironic_ilo_container

(StrOpt) The Swift iLO container to store data.

swi ft_object_expiry_tinmeout =900

(IntOpt) Amount of time in seconds for Swift objects to
auto-expire.

Table 1.19. Description of inspector configuration options

Configuration option = Default value

‘ Description

[inspector]

enabl ed = Fal se

(BoolOpt) whether to enable inspection using ironic-in-
spector

servi ce_url =None

(StrOpt) ironic-inspector HTTP endpoint. If this is not set,
the ironic-inspector client default (http://127.0.0.1:5050)
will be used.

st at us_check_peri od =60

(IntOpt) period (in seconds) to check status of nodes on in-
spection

Table 1.20. Description of IPMI configuration options

Configuration option = Default value

‘ Description

[ipmi]

m n_conmand_i nterval =5

(IntOpt) Minimum time, in seconds, between IPMI opera-
tions sent to a server. There is a risk with some hardware
that setting this too low may cause the BMC to crash. Rec-
ommended setting is 5 seconds.

retry_tineout =60

(IntOpt) Maximum time in seconds to retry IPMI opera-
tions. There is a tradeoff when setting this value. Setting
this too low may cause older BMCs to crash and require a
hard reset. However, setting too high can cause the sync
power state periodic task to hang when there are slow or
unresponsive BMCs.

Table 1.21. Description of iRMC configuration options

Configuration option = Default value

‘ Description

[irmc]

aut h_met hod =basi ¢

(StrOpt) Authentication method to be used for iRMC oper-
ations, either "basic" or "digest"

client_tinmeout =60

(IntOpt) Timeout (in seconds) for iIRMC operations

port =443

(IntOpt) Port to be used for iRMC operations, either 80 or
443

sensor _nmet hod =i pnmi t ool

(StrOpt) Sensor data retrieval method, either "ipmitool" or
"scci"

Table 1.22. Description of keystone configuration options

Configuration option = Default value

‘ Description

[keystone]

10
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Configuration option = Default value

Description

regi on_nane = None

(StrOpt) The region used for getting endpoints of Open-
Stackservices.

Table 1.23. Description of logging confi

guration options

Configuration option = Default value

‘ Description

[DEFAULT]

debug =Fal se

(BoolOpt) Print debugging output (set logging level to DE-
BUG instead of default WARNING level).

defaul t _l og_| evel s =angp=WARN,

amgpl i b=WARN, bot 0=WARN, gpi d=WARN,

sql al cheny=WARN, suds=I NFOQ,

osl 0. messagi ng=I NFO, i so8601=WARN,

request s. packages. url i b3. connecti onpool =WA
url l'i b3. connecti onpool =\ARN,

websocket =WARN,

requests. packages. urllib3.util.retry=WARN,
urllib3.util.retry=WARN,

keyst onem ddl ewar e=\WARN,

rout es. m ddl ewar e=WARN, st evedor e=\WARN

(ListOpt) List of logger=LEVEL pairs.

RN,

fatal _exception_format_errors =Fal se

(BoolOpt) Used if there is a formatting error when gen-
erating an exception message (a programming error).
If True, raise an exception; if False, use the unformatted
message.

i nstance_format ="[instance: %uuid)s] "

(StrOpt) The format for an instance that is passed with the
log message.

instance_uuid_format ="[instance: % uuid)s]

(StrOpt) The format for an instance UUID that is passed
with the log message.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f ormat =%- %n % % YM %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

I og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| oggi ng_context_format_string=

% asctine)s. % nsecs) 03d % process)d

% | evel nane)s % nane)s [%request_id)s

% user _identity)s] %instance)s% nessage)s

(StrOpt) Format string to use for log messages with con-
text.

| oggi ng_debug_f ormat _suffix =% funcNane)s
% pat hnanme) s: % | i neno) d

(StrOpt) Data to append to log format when level is DE-
BUG.

| oggi ng_defaul t_format_string=9%asctinme)s.
% nsecs) 03d % process)d %I evel nane) s
% name)s [-] %instance)s% nessage)s

(StrOpt) Format string to use for log messages without
context.

| oggi ng_exception_prefix=9%asctinme)s.
% nsecs) 03d % process)d ERROR % nane)s
% i nstance) s

(StrOpt) Prefix each line of exception output with this for-
mat.

publ i sh_errors=Fal se

(BoolOpt) Enables or disables publication of error events.

syslog_log facility=LOG USER

(StrOpt) Syslog facility to receive log lines.

11
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Configuration option = Default value

Description

use_stderr =True

(BoolOpt) Log output to standard error.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog for-
mat is DEPRECATED during |, and changed in J to honor
RFC5424.

use_syslog_rfc_format =True

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in K, and will be
removed in M, along with this option.

ver bose =Fal se

(BoolOpt) Print more verbose output (set logging level to
INFO instead of default WARNING level).

Table 1.24. Description of neutron configuration options

Configuration option = Default value

‘ Description

[neutron]

aut h_strat egy =keystone

(StrOpt) Default authentication strategy to use when con-
necting to neutron. Can be either "keystone" or "noauth".
Running neutron in noauth mode (related to but not af-
fected by this setting) is insecure and should only be used
for testing.

cl eani ng_net wor k_uui d = None

(StrOpt) UUID of the network to create Neutron ports on
when booting to a ramdisk for cleaning/zapping using
Neutron DHCP

retries=3

(IntOpt) Client retries in the case of a failed request.

url =http://$ny_i p: 9696

(StrOpt) URL for connecting to neutron.

url _timeout =30

(IntOpt) Timeout value for connecting to neutron in sec-
onds.

Table 1.25. Description of policy configuration options

Configuration option = Default value

‘ Description

[oslo_policy]

policy_default_rul e=default

(StrOpt) Default rule. Enforced when a requested rule is
not found.

policy_dirs=['policy.d]

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

policy file=policy.json

(StrOpt) The JSON file that defines policies.

Table 1.26. Description of PXE configuration options

Configuration option = Default value

‘ Description

[pxe]

def aul t _epheneral _format =ext4

(StrOpt) Default file system format for ephemeral parti-
tion, if one is created.

di sk_devi ces =cci ss/ c0d0, sda, hda, vda

(StrOpt) The disk devices to scan while doing the deploy.

http_root =/ htt pboot

(StrOpt) ironic-conductor node's HTTP root path.

http_url =None

(StrOpt) ironic-conductor node's HTTP server URL. Exam-
ple: http://192.1.2.3:8080
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Configuration option = Default value

Description

i mge_cache_si ze =20480

(IntOpt) Maximum size (in MiB) of cache for master im-
ages, including those in use.

i mge_cache_ttl =10080

(IntOpt) Maximum TTL (in minutes) for old master images
in cache.

i mages_path=/var/lib/ironic/imges/

(StrOpt) On the ironic-conductor node, directory where
images are stored on disk.

i nstance_master_path=/var/lib/iron-
i ¢/ mast er _i mages

(StrOpt) On the ironic-conductor node, directory where
master instance images are stored on disk.

i pxe_boot _scri pt =$pybasedi r/dri vers/ nod-
ul es/ boot . i pxe

(StrOpt) On ironic-conductor node, the path to the main
iPXE script file.

i pxe_enabl ed =Fal se

(BoolOpt) Enable iPXE boot.

pxe_append_par ans =nof b nonodeset
vga=nor mal

(StrOpt) Additional append parameters for baremetal PXE
boot.

pxe_boot fil e_nane =pxel i nux. 0

(StrOpt) Bootfile DHCP parameter.

pxe_confi g_tenpl ate =$pybasedi r/drivers/
nodul es/ pxe_config.tenpl ate

(StrOpt) On ironic-conductor node, template file for PXE
configuration.

tftp_master_path=/tftpboot/ master_i mages

(StrOpt) On ironic-conductor node, directory where mas-
ter TFTP images are stored on disk.

tftp_root =/tftpboot

(StrOpt) ironic-conductor node's TFTP root path.

tftp_server =$ny_ip

(StrOpt) IP address of ironic-conductor node's TFTP server.

uefi _pxe_bootfile_nanme=elilo.efi

(StrOpt) Bootfile DHCP parameter for UEFI boot mode.

uefi _pxe_config_tenplate
=$pybasedi r/dri ver s/ nod-

ules/elilo_efi_pxe_config.tenplate

(StrOpt) On ironic-conductor node, template file for PXE
configuration for UEFI boot loader.

Table 1.27. Description of Redis configuration options

Configuration option = Default value

‘ Description

[matchmaker_redis]

host =127.0.0.1

(StrOpt) Host to locate redis.

passwor d = None

(StrOpt) Password for Redis server (optional).

port =6379

(IntOpt) Use this port to connect to redis host.

[matchmaker_ring]

ringfile=/etc/osl o/ mat chmaker _ring.json

‘ (StrOpt) Matchmaker ring file (JSON).

Table 1.28. Description of RPC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

mat chnmaker _heart beat _freq =300

(IntOpt) Heartbeat frequency.

mat chmaker _heartbeat _ttl =600

(IntOpt) Heartbeat time-to-live.

rpc_backend =r abbi t

(StrOpt) The messaging driver to use, defaults to rabbit.
Other drivers include qpid and zmq.

rpc_cast _ti meout =30

(IntOpt) Seconds to wait before a cast expires (TTL). Only
supported by impl_zmgq.

rpc_response_ti neout =60

(IntOpt) Seconds to wait for a response from a call.

rpc_t hread_pool _size=64

(IntOpt) Size of RPC thread pool.

[oslo_concurrency]

di sabl e_process_| ocki ng =Fal se

(BoolOpt) Enables or disables inter-process locks.

| ock_pat h =None

(StrOpt) Directory to use for lock files. For security, the
specified directory should only be writable by the user run-
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Configuration option = Default value

Description

ning the processes that need locking. Defaults to environ-
ment variable OSLO_LOCK_PATH. If external locks are
used, a lock path must be set.

[oslo_messaging_amqp]

al | ow_i nsecure_clients=Fal se

(BoolOpt) Accept clients using either SSL or plain TCP

br oadcast _prefi x =broadcast

(StrOpt) address prefix used when broadcasting to all
servers

cont ai ner _nane =None

(StrOpt) Name for the AMQP container

group_request _prefix=uni cast

(StrOpt) address prefix when sending to any server in
group

ide_timout =0

(IntOpt) Timeout for inactive connections (in seconds)

server _request _prefix=exclusive

(StrOpt) address prefix used when sending to a specific
server

ssl _ca_file=

(StrOpt) CA certificate PEM file to verify server certificate

ssl _cert_files=

(StrOpt) Identifying certificate PEM file to present to
clients

ssl _key_file=

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

ssl _key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

trace =Fal se

(BoolOpt) Debug: dump AMQP frames to stdout

Table 1.29. Description of RabbitMQ configuration options

Configuration option = Default value

Description

[oslo_messaging_rabbit]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

fake_rabbit =Fal se

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

heartbeat _rate=2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

heart beat _tineout _threshold=0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqp>=1.4.0). EXPERIMENTAL

konmbu_reconnect _delay=1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

konmbu_ssl _ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).

konbu_ssl _certfile=

(StrOpt) SSL cert file (valid only if SSL enabled).

konbu_ssl _keyfile=

(StrOpt) SSL key file (valid only if SSL enabled).

konmbu_ssl _version=

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

rabbit _ha_queues =Fal se

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

rabbit _host =1 ocal host

(StrOpt) The RabbitMQ broker address where a single
node is used.

rabbit _hosts =%$rabbit_host: $rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

rabbit _| ogi n_net hod = AMQPLAI N

(StrOpt) The RabbitMQ login method.

14
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Configuration option = Default value Description
rabbit_max_retries=0 (IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).
rabbi t _password =guest (StrOpt) The RabbitMQ password.
rabbit _port =5672 (IntOpt) The RabbitMQ broker port where a single node is
used.
rabbit_retry_backoff =2 (IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.
rabbit_retry_interval =1 (IntOpt) How frequently to retry connecting with Rabbit-
MQ.
rabbit _use_ssl =Fal se (BoolOpt) Connect over SSL for RabbitMQ.
rabbit _userid=guest (StrOpt) The RabbitMQ userid.
rabbit _virtual _host =/ (StrOpt) The RabbitMQ virtual host.
rpc_conn_pool _si ze=30 (IntOpt) Size of RPC connection pool.

Table 1.30. Description of Qpid configuration options

Configuration option = Default value ‘ Description

[oslo_messaging_gpid]

amgp_aut o_del et e =Fal se (BoolOpt) Auto-delete queues in AMQP.

amgp_dur abl e_queues =Fal se (BoolOpt) Use durable queues in AMQP.

gpi d_heart beat =60 (IntOpt) Seconds between connection keepalive heart-
beats.

gpi d_host nane =1 ocal host (StrOpt) Qpid broker hostname.

gpi d_host s =$qpi d_host nane: $qpi d_port (ListOpt) Qpid HA cluster host:port pairs.

gpi d_password = (StrOpt) Password for Qpid connection.

gpi d_port =5672 (IntOpt) Qpid broker port.

gpi d_protocol =tcp (StrOpt) Transport to use, either ‘tcp' or 'ssl'.

gpi d_receiver_capacity=1 (IntOpt) The number of prefetched messages held by re-
ceiver.

gpi d_sasl _nechani sms = (StrOpt) Space separated list of SASL mechanisms to use
for auth.

gpi d_t cp_nodel ay = True (BoolOpt) Whether to disable the Nagle algorithm.

gpi d_topol ogy_version=1 (IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-
ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

gpi d_user nane = (StrOpt) Username for Qpid connection.

rpc_conn_pool _si ze=30 (IntOpt) Size of RPC connection pool.

Table 1.31. Description of SeaMicro configuration options

Configuration option = Default value ‘ Description
[seamicro]
action_timeout =10 (IntOpt) Seconds to wait for power action to be complet-
ed
max_retry=3 (IntOpt) Maximum retries for SeaMicro operations
15
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Table 1.32. Description of SNMP configuration options

Configuration option = Default value ‘ Description

[snmp]

power _timeout =10 (IntOpt) Seconds to wait for power action to be complet-
ed

Table 1.33. Description of SSH configuration options

Configuration option = Default value ‘ Description
[ssh]
libvirt_uri =gemu:///system ‘(StrOpt) libvirt URI

Table 1.34. Description of swift configuration options

Configuration option = Default value ‘ Description
[swift]
swift_max_retries=2 (IntOpt) Maximum number of times to retry a Swift re-

quest, before failing.

Table 1.35. Description of VirtualBox configuration options

Configuration option = Default value ‘ Description
[virtualbox]
port =18083 ‘ (IntOpt) Port on which VirtualBox web service is listening.

Table 1.36. Description of ZeroMQ configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

rpc_zng_bi nd_address =* (StrOpt) ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zng_contexts=1 (IntOpt) Number of ZeroMQ contexts, defaults to 1.

rpc_zng_host =1 ocal host (StrOpt) Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_zng_i pc_dir =/var/run/ openst ack (StrOpt) Directory for holding IPC sockets.

rpc_zng_mat chmaker =1 ocal (StrOpt) MatchMaker driver.

rpc_zng_port =9501 (IntOpt) ZeroMQ receiver listening port.

rpc_zny_t opi c_backl og =None (IntOpt) Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.
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2. Block Storage

Table of Contents
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The OpenStack Block Storage service works with many different storage drivers that you
can configure by using these instructions.

Introduction to the Block Storage service

The OpenStack Block Storage service provides persistent block storage resources that Open-
Stack Compute instances can consume. This includes secondary attached storage similar

to the Amazon Elastic Block Storage (EBS) offering. In addition, you can write images to a
Block Storage device for Compute to use as a bootable persistent instance.

The Block Storage service differs slightly from the Amazon EBS offering. The Block Storage
service does not provide a shared storage solution like NFS. With the Block Storage service,
you can attach a device to only one instance.

The Block Storage service provides:

» ci nder - api . A WSGI app that authenticates and routes requests throughout the Block
Storage service. It supports the OpenStack APIs only, although there is a translation that
can be done through Compute's EC2 interface, which calls in to the Block Storage client.

e ci nder - schedul er. Schedules and routes requests to the appropriate volume service.
Depending upon your configuration, this may be simple round-robin scheduling to the
running volume services, or it can be more sophisticated through the use of the Filter
Scheduler. The Filter Scheduler is the default and enables filters on things like Capacity,
Availability Zone, Volume Types, and Capabilities as well as custom filters.

» ci nder - vol une. Manages Block Storage devices, specifically the back-end devices
themselves.

* ci nder - backup. Provides a means to back up a Block Storage volume to OpenStack
Object Storage (swift).

The Block Storage service contains the following components:

» Back-end Storage Devices. The Block Storage service requires some form of back-end
storage that the service is built on. The default implementation is to use LVM on a local
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volume group named "cinder-volumes." In addition to the base driver implementation,
the Block Storage service also provides the means to add support for other storage de-
vices to be utilized such as external Raid Arrays or other storage appliances. These back-
end storage devices may have custom block sizes when using KVM or QEMU as the hy-
pervisor.

* Users and Tenants (Projects). The Block Storage service can be used by many different
cloud computing consumers or customers (tenants on a shared system), using role-based
access assignments. Roles control the actions that a user is allowed to perform. In the
default configuration, most actions do not require a particular role, but this can be con-
figured by the system administrator in the appropriate pol i cy. j son file that main-
tains the rules. A user's access to particular volumes is limited by tenant, but the user
name and password are assigned per user. Key pairs granting access to a volume are en-
abled per user, but quotas to control resource consumption across available hardware re-
sources are per tenant.

For tenants, quota controls are available to limit:

¢ The number of volumes that can be created.

¢ The number of snapshots that can be created.

¢ The total number of GBs allowed per tenant (shared between snapshots and volumes).

You can revise the default quota values with the Block Storage CLI, so the limits placed
by quotas are editable by admin users.

Volumes, Snapshots, and Backups. The basic resources offered by the Block Storage ser-
vice are volumes and snapshots which are derived from volumes and volume backups:

* Volumes. Allocated block storage resources that can be attached to instances as sec-
ondary storage or they can be used as the root store to boot instances. Volumes are
persistent R/W block storage devices most commonly attached to the compute node
through iSCSI.

* Snapshots. A read-only point in time copy of a volume. The snapshot can be created
from a volume that is currently in use (through the use of - - f orce True) orin an
available state. The snapshot can then be used to create a new volume through create
from snapshot.

¢ Backups. An archived copy of a volume currently stored in OpenStack Object Storage
(swift).

Volume drivers

To use different volume drivers for the ci nder - vol une service, use the parameters de-
scribed in these sections.

The volume drivers are included in the Block Storage repository (https://git.openstack.org/
cgit/openstack/cinder/). To set a volume driver, use the vol une_dri ver flag. The default
is:

vol une_driver = cinder.volune.drivers.lvmLVM SCSI Dri ver
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Ceph RADOS Block Device (RBD)

If you use KVM or QEMU as your hypervisor, you can configure the Compute service to use
Ceph RADOS block devices (RBD) for volumes.

Ceph is a massively scalable, open source, distributed storage system. It is comprised of an
object store, block store, and a POSIX-compliant distributed file system. The platform can
auto-scale to the exabyte level and beyond. It runs on commodity hardware, is self-healing
and self-managing, and has no single point of failure. Ceph is in the Linux kernel and is inte-
grated with the OpenStack cloud operating system. Due to its open-source nature, you can
install and use this portable storage platform in public or private clouds.

Figure 2.1. Ceph architecture
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RADOS

Ceph is based on RADOS: Reliable Autonomic Distributed Object Store. RADQS distributes
objects across the storage cluster and replicates objects for fault tolerance. RADOS contains
the following major components:

* Object Storage Device (OSD) Daemon. The storage daemon for the RADOS service, which
interacts with the OSD (physical or logical storage unit for your data).

You must run this daemon on each server in your cluster. For each OSD, you can have an
associated hard drive disk. For performance purposes, pool your hard drive disk with raid
arrays, logical volume management (LVM), or B-tree file system (Bt r f s) pooling. By de-
fault, the following pools are created: data, metadata, and RBD.

» Meta-Data Server (MDS). Stores metadata. MDSs build a POSIX file system on top of ob-
jects for Ceph clients. However, if you do not use the Ceph file system, you do not need a
metadata server.

* Monitor (MON). A lightweight daemon that handles all communications with external
applications and clients. It also provides a consensus for distributed decision making in a
Ceph/RADOS cluster. For instance, when you mount a Ceph shared on a client, you point
to the address of a MOON server. It checks the state and the consistency of the data. In an
ideal setup, you must run at least three ceph- non daemons on separate servers.
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Ceph developers recommend that you use Bt r f s as a file system for storage. XFS might
be a better alternative for production environments; XFS is an excellent alternative to Btrfs.
The ext4 file system is also compatible but does not exploit the power of Ceph.

3 Note
If using Bt r f s, ensure that you use the correct version (see Ceph Dependen-
cies).

For more information about usable file systems, see ceph.com/ceph-stor-
age/file-system/.

Ways to store, use, and expose data

To store and access your data, you can use the following storage systems:
* RADOS. Use as an object, default storage mechanism.

* RBD. Use as a block device. The Linux kernel RBD (RADOS block device) driver allows
striping a Linux block device over multiple distributed object store data objects. It is com-
patible with the KVM RBD image.

» CephFS. Use as a file, POSIX-compliant file system.
Ceph exposes RADQS; you can access it through the following interfaces:

* RADOS Gateway. OpenStack Object Storage and Amazon-S3 compatible RESTful inter-
face (see RADOS_Gateway).

* librados, and its related C/C++ bindings.

* RBD and QEMU-RBD. Linux kernel and QEMU block devices that stripe data across multi-
ple objects.

Driver options

The following table contains the configuration options supported by the Ceph RADOS
Block Device driver.

3 Deprecation notice

The vol urme_t mp_di r option has been deprecated and replaced by
i mage_conversion_dir.

Table 2.1. Description of Ceph storage configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
rados_connect _timeout =-1 (IntOpt) Timeout value (in seconds) used when connecting

to ceph cluster. If value < 0, no timeout is set and default
librados value is used.

rbd_ceph_conf = (StrOpt) Path to the ceph configuration file

rbd_flatten_vol unme_from snapshot =Fal se (BoolOpt) Flatten volumes created from snapshots to re-
move dependency from volume to snapshot
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Configuration option = Default value

Description

rbd_max_cl one_depth=5

(IntOpt) Maximum number of nested volume clones
that are taken before a flatten occurs. Set to 0 to disable
cloning.

rbd_pool =rbd

(StrOpt) The RADOS pool where rbd volumes are stored

rbd_secret _uui d =None

(StrOpt) The libvirt uuid of the secret for the rbd_user vol-
umes

rbd_store_chunk_size=4

(IntOpt) Volumes will be chunked into objects of this size
(in megabytes).

rbd_user =None

(StrOpt) The RADOS client name for accessing rbd volumes
- only set when using cephx authentication

vol ume_t np_di r =None

(StrOpt) Directory where temporary image files are stored
when the volume driver does not write them directly to
the volume. Warning: this option is now deprecated,

please use image_conversion_dir instead.

Dell EqualLogic volume driver

The Dell EqualLogic volume driver interacts with configured EquallLogic arrays and supports

various operations.

Supported operations

* Create, delete, attach, and detach volumes.
* Create, list, and delete volume snapshots.
e Clone a volume.

The OpenStack Block Storage service supports:

» Multiple instances of Dell EqualLogic Groups or Dell EqualLogic Group Storage Pools and

multiple pools on a single array.

» Multiple instances of Dell EqualLogic Groups or Dell EqualLogic Group Storage Pools or

multiple pools on a single array.

The Dell EqualLogic volume driver's ability to access the EqualLogic Group is dependent up-
on the generic block storage driver's SSH settings in the / et ¢/ ci nder/ ci nder . conf file
(see the section called "Block Storage sample configuration files” [123] for reference).

Table 2.2. Description of Dell EqualLogic volume driver configuration options

Configuration option = Default value ‘

Description

[DEFAULT]

eql x_chap_Il ogi n=admi n

(StrOpt) Existing CHAP account name. Note that this op-
tion is deprecated in favour of "chap_username" as spec-
ified in cinder/volume/driver.py and will be removed in
next release.

eql x_chap_passwor d = passwor d

(StrOpt) Password for specified CHAP account name.
Note that this option is deprecated in favour of
"chap_password" as specified in cinder/volume/driver.py
and will be removed in the next release

eql x_cli_max_retries=5

(IntOpt) Maximum retry count for reconnection. Default is
5.
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Configuration option = Default value Description
eql x_cli_tinmeout =30 (IntOpt) Timeout for the Group Manager cli command ex-
ecution. Default is 30.
eql x_group_nane =gr oup-0 (StrOpt) Group name to use for creating volumes. Defaults
to "group-0".
eqgl x_pool =defaul t (StrOpt) Pool in which volumes will be created. Defaults to
"default".
eql x_use_chap =Fal se (BoolOpt) Use CHAP authentication for targets. Note that

this option is deprecated in favour of "use_chap_auth" as
specified in cinder/volume/driver.py and will be removed
in next release.

The following sample / et ¢/ ci nder/ ci nder. conf configuration lists the relevant set-
tings for a typical Block Storage service using a single Dell EqualLogic Group:

Example 2.1. Default (single-instance) configuration

[ DEFAULT]
#Requi red settings

vol une_driver = cinder.volune.drivers. eql x. Del | EQLSanl SCSI Dri ver
san_ip = | P_EQLX

san_| ogi n = SAN_UNAME

san_password = SAN _PW

eql x_group_name = EQLX GROUP

eql x_pool = EQLX_POOL

#Opti onal settings

san_t hin_provision = true|fal se
eql x_use_chap = true|fal se

eql x_chap_l ogin = EQLX_ UNAME
eql x_chap_password = EQLX_PW
eql x_cli _timeout = 30

eql x_cli_max_retries = 5
san_ssh_port = 22

ssh_conn_ti neout = 30
san_private_key = SAN KEY_PATH
ssh_m n_pool _conn 1
ssh_max_pool _conn 5

In this example, replace the following variables accordingly:

IP_EQLX The IP address used to reach the Dell EqualLogic Group
through SSH. This field has no default value.

SAN_UNAME The user name to login to the Group manager via SSH at
the san_i p. Default user name is gr padmi n.

SAN_PW The corresponding password of SAN_UNAME. Not used
when san_pri vat e_key is set. Default password is
passwor d.

EQLX_GROUP The group to be used for a pool where the Block Storage
service will create volumes and snapshots. Default group
is gr oup- 0.
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EQLX_POOL The pool where the Block Storage service will create vol-
umes and snapshots. Default pool is def aul t . This op-
tion cannot be used for multiple pools utilized by the
Block Storage service on a single Dell EqualLogic Group.

EQLX_UNAME The CHAP login account for each volume in a pool, if
eql x_use_chap is set tot r ue. Default account name is
chapadmi n.

EQLX_PW The corresponding password of EQLX_ UNAME. The de-

fault password is randomly generated in hexadecimal, so
you must set this password manually.

SAN_KEY_PATH (optional) The filename of the private key used for SSH authentica-
tion. This provides password-less login to the EqualLogic
Group. Not used when san_passwor d is set. There is no
default value.

In addition, enable thin provisioning for SAN volumes using the default
san_t hi n_provi si on = true setting.

Example 2.2. Multi back-end Dell EqualLogic configuration

The following example shows the typical configuration for a Block Storage service that uses
two Dell EqualLogic back ends:

enabl ed_backends = backendl, backend2
san_ssh_port = 22

ssh_conn_ti nmeout = 30

san_t hi n_provi sion = true

[ backendl]

vol une_driver = cinder.volune.drivers. eql x. Del | EQLSanl SCSI Dri ver
vol une_backend_nanme = backendl

san_ip = | P_EQLX1

san_| ogi n = SAN_UNAME

san_password = SAN PW

eql x_group_nanme = EQLX GROUP

eql x_pool = EQLX_POOL

[ backend2]

vol une_driver = cinder.volune.drivers. eql x. Del | EQLSanl SCSI Dri ver
vol ume_backend _nanme = backend2

san_ip = | P_EQLX2

san_| ogi n = SAN_UNAVE

san_password = SAN_PW

eql x_group_nanme = EQLX_ GROUP

eql x_pool = EQLX POOL

In this example:

* Thin provisioning for SAN volumes is enabled (san_t hi n_provi si on = true). Thisis
recommended when setting up Dell EqualLogic back ends.

* Each Dell EqualLogic back-end configuration ([ backendl] and [ backend?2] ) has
the same required settings as a single back-end configuration, with the addition of
vol une_backend_nane.
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* The san_ssh_port option is set to its default value, 22. This option sets the port used
for SSH.

* The ssh_conn_ti neout option is also set to its default value, 30. This option sets the
timeout in seconds for CLI commands over SSH.

* Thel P_EQLX1 and | P_EQLX2 refer to the IP addresses used to reach the Dell EqualLog-
ic Group of backendl and backend2 through SSH, respectively.

For information on configuring multiple back ends, see Configure a multiple-storage back
end.

Dell Storage Center Fibre Channel and iSCSI drivers

The Dell Storage Center volume driver interacts with configured Storage Center arrays.

The Dell Storage Center driver manages Storage Center arrays through Enterprise Manag-
er. Enterprise Manager connection settings and Storage Center options are defined in the
ci nder . conf file.

Prerequisite: Dell Enterprise Manager 2015 R1 or later must be used.

Supported operations

The Dell Storage Center volume driver provides the following Cinder volume operations:
* Create, delete, attach (map), and detach (unmap) volumes.

* Create, list, and delete volume snapshots.

Create a volume from a snapshot.

» Copy an image to a volume.

Copy a volume to an image.
* Clone a volume.

e Extend a volume.

iISCSI configuration

Use the following instructions to update the configuration file for iSCSI:

Example 2.3. Sample iSCSI Configuration

defaul t _vol ume_type = delliscsi
enabl ed_backends = del | i scsi

[delliscsi]

# Nanme to give this storage backend

vol une_backend_nane = del |l i scsi

# The i SCSI driver to | oad

vol une_driver = cinder.volune.drivers.dell.dell_storagecenter_iscsi.
Del | St orageCent er | SCSI Dri ver
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# | P address of Enterprise Manager

san_ip = 172.23.8.101

# Enterprise Manager user nane

san_l ogin = Admin

# Enterprise Manager password
san_password = secret

# The Storage Center iSCSI |P address

i scsi_ip_address = 192. 168. 0. 20

# The Storage Center serial nunmber to use
del|l _sc_ssn = 64702

# ==Cptional settings==

# The Enterprise Manager APl port

del | _sc_api _port = 3033

# Server folder to place new server definitions
del | _sc_server_fol der = devstacksrv

# Vol ume folder to place created vol unes

del | _sc_vol ume_f ol der = devst ackvol / C nder

# The i SCSI | P port

iscsi_port = 3260

Fibre Channel configuration

Use the following instructions to update the configuration file for fibre channel:

Example 2.4. Sample FC configuration

defaul t _volunme_type = dellfc
enabl ed_backends = dellfc

[del | fc]

# Nanme to give this storage backend

vol une_backend_nane = dellfc

# The FC driver to | oad

vol une_driver = cinder.volune.drivers.dell.dell_storagecenter_fc.
Del | St or ageCent er FCDr i ver

# | P address of Enterprise Manager

san_ip = 172.23.8.101

# Enterprise Manager user nane

san_l ogin = Admin

# Enterpri se Manager password
san_password = secret

# The Storage Center serial nunmber to use
dell _sc_ssn = 64702

# Optional settings

# The Enterprise Manager APl port

del | _sc_api _port = 3033

# Server folder to place new server definitions
del| _sc_server fol der = devstacksrv

# Vol ume folder to place created vol unes

del |l _sc_vol une_f ol der = devst ackvol / G nder

Driver options

The following table contains the configation options specific to the Dell Storage Center vol-
ume driver.
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Table 2.3. Description of Dell Storage Center volume driver configuration

options

Configuration option = Default value ‘ Description

[DEFAULT]

del | _sc_api _port =3033 (IntOpt) Dell API port

del | _sc_server_f ol der =openst ack (StrOpt) Name of the server folder to use on the Storage
Center

del | _sc_ssn=64702 (IntOpt) Storage Center System Serial Number

del | _sc_vol ume_f ol der = openst ack (StrOpt) Name of the volume folder to use on the Storage
Center

EMC VMAX iSCSI and FC drivers

The EMC VMAX drivers, EMCVMAXI SCSI Dri ver and EMCVMAXFCDr i ver, support the use
of EMC VMAX storage arrays under OpenStack Block Storage. They both provide equiva-
lent functions and differ only in support for their respective host attachment methods.

The drivers perform volume operations by communicating with the backend VMAX stor-
age. It uses a CIM client in Python called PyWBEM to perform CIM operations over HTTP.

The EMC CIM Object Manager (ECOM) is packaged with the EMC SMI-S provider. It is a CIM
server that enables CIM clients to perform CIM operations over HTTP by using SMI-S in the
back-end for VMAX storage operations.

The EMC SMI-S Provider supports the SNIA Storage Management Initiative (SMI), an ANSI
standard for storage management. It supports the VMAX storage system.

System requirements

EMC SMI-S Provider V4.6.2.8 and higher is required. You can download SMI-S from the
EMC's support web site (login is required). See the EMC SMI-S Provider release notes for in-
stallation instructions.

EMC storage VMAX Family is supported.

Supported operations

VMAX drivers support these operations:

* Create, delete, attach, and detach volumes.
* Create, list, and delete volume snapshots.

» Copy an image to a volume.

» Copy a volume to an image.

* Clone a volume.

e Extend a volume.
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* Retype a volume.

* Create a volume from a snapshot.

VMAX drivers also support the following features:
* FAST automated storage tiering policy.

* Dynamic masking view creation.

* Striped volume creation.
Set up the VMAX drivers

Procedure 2.1. To set up the EMC VMAX drivers

1. Install the python-pywbem package for your distribution. See the section called “Install
the python-pywbem package” [27].

2. Download SMI-S from PowerLink and install it. Add your VMAX arrays to SMI-S.

For information, see the section called “Set up SMI-S” [27] and the SMI-S release
notes.

3. Change configuration files. See the section called “ci nder . conf
configuration file” [28] and the section called
“cinder_ent_config CONF_GROUP_I SCSI . xm configuration file” [28].

4. Configure connectivity. For FC driver, see the section called “FC Zoning with
VMAX" [29]. For iSCSI driver, see the section called “iSCSI with VMAX" [29].

Install the python-pywbem package
Install the python-pywbem package for your distribution, as follows:
* On Ubuntu:
# apt-get install python-pywbem
* On openSUSE:
# zypper install python-pywbem

e On Fedora:

# yuminstall pywbem

Set up SMI-S

You can install SMI-S on a non-OpenStack host. Supported platforms include different fla-
vors of Windows, Red Hat, and SUSE Linux. SMI-S can be installed on a physical server or a
VM hosted by an ESX server. Note that the supported hypervisor for a VM running SMI-S

is ESX only. See the EMC SMI-S Provider release notes for more information on supported
platforms and installation instructions.
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ci nder.

S Note
You must discover storage arrays on the SMI-S server before you can use the
VMAX drivers. Follow instructions in the SMI-S release notes.

SMI-S is usually installed at / opt / enc/ ECI M ECOM bi n on Linux and C: \ Pr ogr am
Fi | es\ EMC\ ECI M ECOM bi n on Windows. After you install and configure SMI-S, go to
that directory and type TestSmiProvider.exe.

Use addsys in TestSmiProvider.exe to add an array. Use dv and examine the output after
the array is added. Make sure that the arrays are recognized by the SMI-S server before us-
ing the EMC VMAX drivers.

conf configuration file
Make the following changes in/ et ¢/ ci nder/ ci nder. conf.

Add the following entries, where 10. 10. 61. 45 is the IP address of the VMAX iSCSI target:

enabl ed_backends = CONF_GROUP_| SCSI, CONF_GROUP_FC

[ CONF_GROUP_I SCslI ]

i scsi_i p_address = 10. 10. 61. 45

vol ume_driver = cinder.volune.drivers. ent. entc_vmax_i scsi . EMCVMAXI SCSI Dri ver
cinder_ent_config file = /etc/cinder/cinder_ent_config_CONF_GROUP_| SCSI . xm
vol une_backend_nane=| SCSI _backend

[ CONF_GROUP_FC]

vol une_driver = cinder.volune.drivers. ent. enc_vmax_f c. EMCVMAXFCDx i ver
cinder _enct_config_file = /etc/cinder/cinder_ent_config_CONF_GROUP_FC. xm

vol une_backend_nanme=FC_backend

In this example, two backend configuration groups are enabled: CONF_GROUP_I SCSI and
CONF_CGRQOUP_FC. Each configuration group has a section describing unique parameters
for connections, drivers, the volume_backend_name, and the name of the EMC-specific
configuration file containing additional settings. Note that the file name is in the format /
etc/cinder/cinder_ent_config [confG oup].xmn.

Once the ci nder . conf and EMGC-specific configuration files have been created, cinder
commands need to be issued in order to create and associate OpenStack volume types with
the declared volume_backend_names:

$ cinder type-create VMAX | SCSI

$ cinder type-key VMAX | SCSI set vol une_backend_nane=l SCSI _backend
$ cinder type-create VMAX FC

$ cinder type-key VMAX FC set vol une_backend_nane=FC_backend

By issuing these commands, the Block Storage volume type VMAX | SCSI is associated with
the ISCSI_backend, and the type VMAX_FCis associated with the FC_backend.

Restart the ci nder - vol une service.

ci nder _ent_confi g CONF_GROUP_I SCSI . xm  configuration file

Create the /etc/cinder/cinder_enc_config_CONF_GROUP_I SCSI . xm file. You
do not need to restart the service for this change.

Add the following lines to the XML file:
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<?xm version="1.0" encodi ng="UTF-8" ?>
<EM>>
<EconServer | p>1. 1. 1. 1</ EconBer ver | p>
<Econfer ver Por t >00</ EconSer ver Por t >
<EcomJser Name>user 1</ EconJser Nane>
<EconPasswor d>passwor d1</ EcomPasswor d>
<Port G oups>
<Por t Gr oup>0S- PORTGROUP1- PG</ Por t Gr oup>
<Por t Gr oup>0S- PORTCROUP2- PG</ Por t G oup>
</ Port G oups>
<Array>111111111111</Array>
<Pool >FC_GOLD1</ Pool >
<Fast Pol i cy>G0OLD1</ Fast Pol i cy>
</ EMC>

Where:

» EconfSer ver | p and EconfSer ver Por t are the IP address and port number of the
ECOM server which is packaged with SMI-S.

* EconmlJser Nane and EconPasswor d are credentials for the ECOM server.

* Port G oups supplies the names of VMAX port groups that have been pre-configured
to expose volumes managed by this backend. Each supplied port group should have suf-
ficient number and distribution of ports (across directors and switches) as to ensure ade-
quate bandwidth and failure protection for the volume connections. Por t G- oups can
contain one or more port groups of either iSCSI or FC ports. When a dynamic masking
view is created by the VMAX driver, the port group is chosen randomly from the Port -
Gr oup list, to evenly distribute load across the set of groups provided. Make sure that
the Por t G oups set contains either all FC or all iSCSI port groups (for a given backend),
as appropriate for the configured driver (iSCSI or FC).

* The Arr ay tag holds the unique VMAX array serial number.

* The Pool tag holds the unique pool name within a given array. For backends not using
FAST automated tiering, the pool is a single pool that has been created by the adminis-
trator. For backends exposing FAST policy automated tiering, the pool is the bind pool to
be used with the FAST policy.

The Fast Pol i cy tag conveys the name of the FAST Policy to be used. By including this
tag, volumes managed by this backend are treated as under FAST control. Omitting the
Fast Pol i cy tag means FAST is not enabled on the provided storage pool.

FC Zoning with VMAX

Zone Manager is recommended when using the VMAX FC driver, especially for larger con-
figurations where pre-zoning would be too complex and open-zoning would raise security
concerns.

iSCSI with VMAX

* Make sure the iscsi-initiator-utils package is installed on the host (use apt-get, zypper, or
yum, depending on Linux flavor).

* Verify host is able to ping VMAX iSCSI target ports.
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VMAX masking view and group naming info

Masking view names

Masking views are dynamically created by the VMAX FC and iSCSI drivers using the follow-
ing naming conventions:

OS- [ short Host Nane] [ pool Nane] -1 - W (for Masking Views using i SCSI)

OS- [ short Host Nane] [ pool Nane] - F- W (for Masking Vi ews using FC)

Initiator group names

For each host that is attached to VMAX volumes using the drivers, an initiator group is cre-
ated or re-used (per attachment type). All initiators of the appropriate type known for that
host are included in the group. At each new attach volume operation, the VMAX driver
retrieves the initiators (either WWNNs or IQNs) from OpenStack and adds or updates the
contents of the Initiator Group as required. Names are of the following format:

OS-[short Host Nane] -1-1G (for i SCSI initiators)

OS-[short Host Nane] - F-1G (for Fi bre Channel initiators)

S Note
Hosts attaching to VMAX storage managed by the OpenStack environment
cannot also be attached to storage on the same VMAX not being managed by
OpenStack. This is due to limitations on VMAX Initiator Group membership.

FA port groups
VMAX array FA ports to be used in a new masking view are chosen from the list provided in

the EMC configuration file.

Storage group names

As volumes are attached to a host, they are either added to an existing storage group (if
it exists) or a new storage group is created and the volume is then added. Storage groups
contain volumes created from a pool (either single-pool or FAST-controlled), attached to a
single host, over a single connection type (iSCSI or FC). Names are formed:

OS- [ short Host Nane] [ pool Nane] - | - SG (attached over i SCSI)

GOS- [ short Host Nane] [ pool Nane] - F- SG (attached over Fi bre Channel)

Concatenated or striped volumes

In order to support later expansion of created volumes, the VMAX Block Storage drivers
create concatenated volumes as the default layout. If later expansion is not required, users
can opt to create striped volumes in order to optimize I/O performance.

Below is an example of how to create striped volumes. First, create a volume type. Then de-
fine the extra spec for the volume type st or aget ype: stri pecount representing the
number of meta members in the striped volume. The example below means that each vol-
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ume created under the Gol dSt ri ped volume type will be striped and made up of 4 meta
members.

$ cinder type-create Gol dStri ped
$ cinder type-key Gol dStri ped set vol unme_backend_nane=G0OLD_BACKEND
$ cinder type-key Col dStri ped set storagetype:stripecount=4

EMC VNX direct driver

EMC VNX di rect driver (consists of EMCCLI | SCSI Dri ver and EMCCLI FCDr i ver)
supports both iSCSI and FC protocol. EMCCLI | SCSI Dri ver (VNXiSCSI direct driver) and
EMCCLI FCDr i ver (VNX FC direct driver) are separately based on the | SCSI Dri ver and
FCDr i ver defined in Block Storage.

EMCCLI | SCSI Dri ver and EMCCLI FCDx i ver perform the volume operations by execut-
ing Navisphere CLI (NaviSecCLI) which is a command line interface used for management,
diagnostics and reporting functions for VNX.

Supported OpenStack release

EMC VNX direct driver supports the Kilo release.

System requirements
* VNX Operational Environment for Block version 5.32 or higher.
* VNX Snapshot and Thin Provisioning license should be activated for VNX.

* Navisphere CLI v7.32 or higher is installed along with the driver.

Supported operations

Create, delete, attach, and detach volumes.
* Create, list, and delete volume snapshots.

* Create a volume from a snapshot.

» Copy an image to a volume.

* Clone a volume.

* Extend a volume.

* Migrate a volume.

* Retype a volume.

* Get volume statistics.

* Create and delete consistency groups.

* Create, list, and delete consistency group snapshots.

* Modify consistency groups.
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Preparation

This section contains instructions to prepare the Block Storage nodes to use the EMC VNX
direct driver. You install the Navisphere CLI, install the driver, ensure you have correct zon-
ing configurations, and register the driver.

Install NaviSecCLI

Navisphere CLI needs to be installed on all Block Storage nodes within an OpenStack de-
ployment.

* For Ubuntu x64, DEB is available at EMC OpenStack Github.

* For all other variants of Linux, Navisphere CLI is available at Downloads for VNX2 Series
or Downloads for VNX1 Series.

» After installation, set the security level of Navisphere CLI to low:

$ /opt/ Navi spher e/ bi n/ navi seccli security -certificate -setlLevel |ow

Install Block Storage driver

Both EMCCLI | SCSI Dri ver and EMCCLI FCDx i ver are provided in the installer package:
e enc_vnx_cli.py

e ent_cli _fc.py (for EMCCLI FCDri ver)

e enc_cli_iscsi.py (for EMCCLI | SCSI Dri ver)

Copy the files above to the ci nder/ vol une/ dri ver s/ ent/ directory of the OpenStack
node(s) where ci nder - vol une is running.

FC zoning with VNX (EMCCLI FCDr i ver only)

A storage administrator must enable FC SAN auto zoning between all OpenStack nodes
and VNX if FC SAN auto zoning is not enabled.

Register with VNX

Register the compute nodes with VNX to access the storage in VNX or enable initiator auto
registration.

To perform "Copy Image to Volume" and "Copy Volume to Image" operations, the nodes
running the ci nder - vol une service(Block Storage nodes) must be registered with the
VNX as well.

Steps mentioned below are for a compute node. Please follow the same steps for the Block
Storage nodes also. The steps can be skipped if initiator auto registration is enabled.

I Note
When the driver notices that there is no existing storage group that has the
host name as the storage group name, it will create the storage group and then
add the compute nodes' or Block Storage nodes' registered initiators into the
storage group.
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EMCCLIFCDriver

a.

b.

d.

EMCCLIISCSIDriver

a.

If the driver notices that the storage group already exists, it will assume that the
registered initiators have also been put into it and skip the operations above for
better performance.

It is recommended that the storage administrator does not create the storage
group manually and instead relies on the driver for the preparation. If the stor-
age administrator needs to create the storage group manually for some special
requirements, the correct registered initiators should be put into the storage
group as well (otherwise the following volume attaching operations will fail).

Steps for EMCCLI FCDr i ver:

1. Assume 20: 00: 00: 24: FF: 48: BA: C2: 21: 00: 00: 24: FF: 48: BA: C2
is the WWN of a FC initiator port name of the compute node
whose hostname and IP are myhost 1 and 10. 10. 61. 1. Register
20: 00: 00: 24: FF: 48: BA: C2: 21: 00: 00: 24: FF: 48: BA: C2 in Unisphere:

Login to Unisphere, go to FNM0000000000->Hosts->Initiators.

Refresh and wait until the initiator
20: 00: 00: 24: FF: 48: BA: C2: 21: 00: 00: 24: FF: 48: BA: C2 with SP Port A- 1

appears.

Click the Register button, select CLARiiON/VNX and enter the hostname (which is
the output of the linux command host nane) and IP address:

* Hostname : nyhost 1
*IP:10.10.61.1

* Click Register

Then host 10. 10. 61. 1 will appear under Hosts->Host List as well.

2. Register the wwn with more ports if needed.

Steps for EMCCLI | SCSI Dri ver:

1. On the compute node with IP address 10. 10. 61. 1 and hostname nmyhost 1, execute
the following commands (assuming 10. 10. 61. 35 is the iSCSI target):

Start the iSCSI initiator service on the node

# /etc/init.d/ open-iscsi start

Discover the iSCSI target portals on VNX

# iscsiadm -m di scovery -t st -p 10.10. 61. 35

Enter/etc/i scsi
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- # cd /etc/iscsi
1
- d. Find out the ign of the node
:E # nore initiatornane.iscsi
DQ: 2. Login to VNX from the compute node using the target corresponding to the SPA port:
1 # iscsiadm-m node -T iqn.1992-04. com ent: cx. apnD1234567890. a0 -p 10. 10
> 61.35 -|
e
; 3. Assumei gn. 1993-08. or g. debi an: 01: 1a2b3c4d5f 69 is the initiator name of
0 the compute node. Register i gn. 1993- 08. or g. debi an: 01: 1a2b3c4d5f 6g in
g Unisphere:
; a. Login to Unisphere, go to FNM0000000000->Hosts->Initiators .
: b. Refresh and wait until the initiator
oc i gn. 1993- 08. or g. debi an: 01: 1a2b3c4d5f 6g with SP Port A- 8v0 appears.
= c. Click the Register button, select CLARiiON/VNX and enter the hostname (which is
! the output of the linux command host nane) and IP address:
>
v * Hostname : myhost 1
()
QO * IP:10.10.61.1
— . .
: * Click Register
E d. Then host 10. 10. 61. 1 will appear under Hosts->Host List as well.
é 4. Logout iSCSI on the node:
= # iscsiadm -m node -u
1
> 5. Login to VNX from the compute node using the target corresponding to the SPB port:
el
b # iscsiadm-m node -T iqn.1992-04. com ent: cx. apnD1234567890. h8 -p 10. 10
v 61.36 -|
Q
-l 6. In Unisphere register the initiator with the SPB port.
1
- 7. Logout iSCSI on the node:
LL
< # iscsiadm -m node -u
o
0 8. Register the ign with more ports if needed.

Backend configuration

Make the following changes in the / et ¢/ ci nder/ ci nder . conf:

storage_vnx_pool nane = Pool 01_SAS
san_ip = 10.10.72.41
san_secondary_ip = 10.10.72. 42

#VNX user name

#san_| ogi n = user nanme
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#VNX user password

#san_password = password

#VNX user type. Valid values are: global (default), |ocal and | dap.

#st orage_vnx_aut henticati on_type = | dap

#Directory path of the VNX security file. Make sure the security file is
generated first.

#VNX credential s are not necessary when using security file.

storage_vnx_security file dir = /etc/secfilel/arrayl

navi seccli _path = /opt/Navi spher e/ bi n/ navi seccl i

#ti meout in mnutes

defaul t _tineout = 10

#1 f depl oyi ng EMCCLI | SCSI Dri ver

#vol une_driver = cinder.volume.drivers.entc.enc_cli _iscsi.EMCCLIISCSIDriver

vol une_driver = cinder.volune.drivers.ent.enc_cli_fc. EMCCLI FCDri ver
destroy_enpty_storage_group = Fal se

#"'nodelhost nane" and "node2host name" shoul e be the full hostnanes of the
nodes(Try command ' host nane').

#This option is for EMCCLI I SCSIDriver only.

iscsi_initiators = {"nodelhostnanme":["10.0.0.1", "10.0.0.2"], "node2host nane":
["10.0.0.3"]}

[ dat abase]
max_pool _size = 20
max_overfl ow = 30

» where san_i p is one of the SP IP addresses of the VNX array and san_secondary_ip
is the other SP IP address of VNX array. san_secondary_i p is an optional field, and
it serves the purpose of providing a high availability(HA) design. In case that one SP is
down, the other SP can be connected automatically. san_i p is a mandatory field, which
provides the main connection.

* where Pool _01_SAS is the pool from which the user wants to create volumes. The
pools can be created using Unisphere for VNX. Refer to the the section called “Multiple
pools support” [40] on how to manage multiple pools.

» where st orage_vnx_security_file_dir isthe directory path of the VNX security
file. Make sure the security file is generated following the steps in the section called “Au-
thentication” [35].

* wherei scsi _initiatorsisa dictionary of IP addresses of the iSCSI initiator ports on
all OpenStack nodes which want to connect to VNX via iSCSI. If this option is configured,
the driver will leverage this information to find an accessible iSCSI target portal for the
initiator when attaching volume. Otherwise, the iSCSI target portal will be chosen in a rel-
ative random way.

* Restart ci nder - vol ume service to make the configuration change take effect.

Authentication

VNX credentials are necessary when the driver connects to the VNX system. Credentials in
global, local and Idap scopes are supported. There are two approaches to provide the cre-
dentials.

The recommended one is using the Navisphere CLI security file to provide the credentials
which can get rid of providing the plain text credentials in the configuration file. Following
is the instruction on how to do this.
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1.  Find out the linux user id of the / usr/ bi n/ ci nder - vol une processes. Assuming the
service / usr/ bi n/ ci nder - vol une is running by account ci nder .

2. Switch to r oot account

3. Changecinder: x:113:120::/var/lib/cinder:/bin/fal seto
cinder:x:113:120::/var/lib/cinder:/bin/bashin/etc/passwd (This
temporary change is to make step 4 work).

4. Save the credentials on behalf of ci nder user to a security file (assuming the array
credentials are admi n/ adm nin gl obal scope). In below command, switch - sec-
fil epat his used to specify the location to save the security file (assuming saving to
directory/ et c/ secfil e/ arrayl).

# su -1 cinder -c '/opt/Navisphere/bin/naviseccli -AddUserSecurity -user
adm n -password admin -scope O -secfilepath /etc/secfilel/arrayl

Save the security file to the different locations for different arrays except where the
same credentials are shared between all arrays managed by the host. Otherwise, the
credentials in the security file will be overwritten. If - secf i | epat h is not specified in
the command above, the security file will be saved to the default location which is the
home directory of the executor.

5. Changecinder: x:113:120::/var/lib/cinder:/bin/bash backto
cinder:x:113:120::/var/lib/cinder:/bin/falsein/etc/passwd.

6. Remove the credentials options san_| ogi n, san_passwor d and
storage_vnx_aut henti cati on_t ype fromci nder. conf (normallyitis/ et c/
ci nder/ ci nder . conf ). Add the option st or age_vnx_security_file_dir and
set its value to the directory path supplied with switch - secf i | epat h in step 4. Omit
this option if - secf i | epat h is not used in step 4.

#Directory path that contains the VNX security file. Generate the security
file first
storage_vnx_security file_dir = /etc/secfile/arrayl

7. Restart ci nder - vol une service to make the change take effect.

Alternatively, the credentials can be specified in/ et ¢/ ci nder/ ci nder. conf through
the three options below:

#VNX user name

san_l ogi n = usernane

#VNX user password

san_password = password

#VNX user type. Valid values are: global, local and |Idap. global is the
def aul t val ue

storage_vnx_aut henti cati on_type = | dap

Restriction of deployment

It does not suggest to deploy the driver on a compute node if ci nder upl oad-to-im
age --force True isused against an in-use volume. Otherwise, ci nder upl oad-t o-
i mge --force True will terminate the vm instance's data access to the volume.
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Restriction of volume extension

VNX does not support to extend the thick volume which has a snapshot. If the user
tries to extend a volume which has a snapshot, the volume's status would change to
error _extending.

Restriction of iSCSI attachment

The driver caches the iSCSI ports information. If the iSCSI port configurations are changed,
the administrator should restart the ci nder - vol une service or wait 5 minutes before any
volume attachment operation. Otherwise, the attachment may fail because the old iSCSI
port configurations were used.

Provisioning type (thin, thick, deduplicated and compressed)

User can specify extra spec key st or aget ype: provi si oni ng in volume type to set the
provisioning type of a volume. The provisioning type can be t hi ck, t hi n, dedupl i cat ed
or conpr essed.

* t hi ck provisioning type means the volume is fully provisioned.
* t hi n provisioning type means the volume is virtually provisioned.

» dedupl i cat ed provisioning type means the volume is virtually provisioned and the
deduplication is enabled on it. Administrator shall go to VNX to configure the system lev-
el deduplication settings. To create a deduplicated volume, the VNX deduplication license
should be activated on VNX first, and use key dedupl i cati on_support =Tr ue to let
Block Storage scheduler find a volume back end which manages a VNX with deduplica-
tion license activated.

» conpr essed provisioning type means the volume is virtually provisioned and the
compression is enabled on it. Administrator shall go to the VNX to configure the
system level compression settings. To create a compressed volume, the VNX com-
pression license should be activated on VNX first, and the user should specify key
conpr essi on_support =Tr ue to let Block Storage scheduler find a volume back end
which manages a VNX with compression license activated. VNX does not support to cre-
ate a snapshot on a compressed volume. If the user tries to create a snapshot on a com-
pressed volume, the operation would fail and OpenStack would show the new snapshot
in error state.

Here is an example about how to create a volume with provisioning type. Firstly create a
volume type and specify storage pool in the extra spec, then create a volume with this vol-
ume type:

$ cinder type-create "Thi ckVol une"

$ cinder type-create "Thi nVol une"

$ cinder type-create "DeduplicatedVol une"

$ cinder type-create "ConpressedVol une”

$ cinder type-key "Thi ckVol une" set storagetype: provisioning=thick

$ cinder type-key "Thi nVol une" set storagetype: provisioni ng=thin

$ cinder type-key "DeduplicatedVol une" set storagetype: provisioni ng=
dedupl i cat ed dedupl i cati on_support=True
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$ cinder type-key "ConpressedVol une" set storagetype: provi sioni ng=conpr essed
conpr essi on_support =Tr ue

In the example above, four volume types are created: Thi ckVol urne, Thi nVol -
unme, Dedupl i cat edVol unme and Conpr essedVol une. For Thi ckVol urne,

st oraget ype: provi si oni ngis set tot hi ck. Similarly for other volume types. If
st or aget ype: provi si oni ng is not specified or an invalid value, the default value
t hi ck is adopted.

Volume type name, such as Thi ckVol une, is user-defined and can be any name. Extra
spec key st or aget ype: provi si oni ng shall be the exact name listed here. Extra spec
value for st or aget ype: provi si oni ng shall be t hi ck, t hi n, dedupl i cat ed orcom
pr essed. During volume creation, if the driver finds st or aget ype: pr ovi si oni ng in
the extra spec of the volume type, it will create the volume with the provisioning type ac-
cordingly. Otherwise, the volume will be thick as the default.

Fully automated storage tiering support

VNX supports Fully automated storage tiering which requires the FAST license

activated on the VNX. The OpenStack administrator can use the extra spec key

st oraget ype: ti eri ng to set the tiering policy of a volume and use the extra spec key
fast _support =Tr ue to let Block Storage scheduler find a volume back end which man-
ages a VNX with FAST license activated. Here are the five supported values for the extra
spec key st or aget ype: tiering:

o Start H ghThenAut o (Default option)
* Auto

* Hi ghest Avai | abl e

* Lowest Avai |l abl e

* NoMbvenent

Tiering policy can not be set for a deduplicated volume. The user can check storage pool
properties on VNX to know the tiering policy of a deduplicated volume.

Here is an example about how to create a volume with tiering policy:

$ cinder type-create "AutoTieringVol une”
$ cinder type-key "AutoTi eringVol ume" set storagetype:tiering=Auto
fast _support =True
$ cinder type-create "Thi nVol uneOnLowest Avai bl eTi er "
$ cinder type-key "ConpressedVol uneOnLowest Avai bl eTi er" set
st or aget ype: provi si oni ng=t hi n storagetype:tiering=Auto fast_support=True

FAST Cache support

VNX has FAST Cache feature which requires the FAST Cache license activated on the VNX.
The OpenStack administrator can use the extra spec key f ast _cache_enabl ed to choose
whether to create a volume on the volume back end which manages a pool with FAST
Cache enabled. The value of the extra spec key f ast _cache_enabl ed is either Tr ue or
Fal se. When creating a volume, if the key f ast _cache_enabl ed is set to Tr ue in the
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volume type, the volume will be created by a back end which manages a pool with FAST
Cache enabled.

Storage group automatic deletion

For volume attaching, the driver has a storage group on VNX for each compute node
hosting the vm instances that are going to consume VNX Block Storage (using the com-
pute node's hostname as the storage group's name). All the volumes attached to the

vm instances in a computer node will be put into the corresponding Storage Group. If
destroy_enpty_storage_group=Tr ue, the driver will remove the empty storage
group when its last volume is detached. For data safety, it does not suggest to set the op-
tiondestroy_enpty_storage_group=True unless the VNX is exclusively managed by
one Block Storage node because consistent | ock_pat h is required for operation synchro-
nization for this behavior.

EMC storage-assisted volume migration

EMC VNX direct driver supports storage-assisted volume migration, when the user
starts migrating with ci nder migrate --force-host-copy Fal se volune_id
host orci nder mgrate volume_id host, cinder will try to leverage the VNX's na-
tive volume migration functionality.

In the following scenarios, VNX native volume migration will not be triggered:
* Volume migration between back ends with different storage protocol, ex, FC and iSCSI.

* Volume is being migrated across arrays.

Initiator auto registration

Ifinitiator_auto_registrati on=True, the driver will automatically register iSCSI
initiators with all working iSCSI target ports on the VNX array during volume attaching (The
driver will skip those initiators that have already been registered).

If the user wants to register the initiators with some specific ports on VNX but not register
with the other ports, this functionality should be disabled.

Initiator auto deregistration

Enabling storage group automatic deletion is the precondition of this functionality. If
initiator_auto_deregistration=True is set, the driver will deregister all the iSCSI
initiators of the host after its storage group is deleted.

Read-only volumes

OpenStack supports read-only volumes. The following command can be used to set a vol-
ume to read-only.

$ cinder readonl y-node-update vol une True

After a volume is marked as read-only, the driver will forward the information when a hy-
pervisor is attaching the volume and the hypervisor will have an implementation-specific
way to make sure the volume is not written.

39

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -



DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

rty - DRAFT - Liberty

OpenStack Configuration Refer- July 1, 2015 liberty

ence

Multiple pools support

Normally the user configures a storage pool for a Block Storage back end (named as pool-
based back end), so that the Block Storage back end uses only that storage pool.

If st or age_vnx_pool _nane is not given in the configuration file, the Block Storage
back end uses all the pools on the VNX array, and the scheduler chooses the pool to place
the volume based on its capacities and capabilities. This kind of Block Storage back end is
named as array-based back end.

Here is an example about configuration of array-based back end:

san_ip = 10.10.72.41

#Directory path that contains the VNX security file. Make sure the security
file is generated first

storage_vnx_security file dir = /etc/secfilel/arrayl

storage_vnx_aut henticati on_type = gl oba

navi seccli _path = /opt/ Navi spher e/ bi n/ navi seccl i

default _tineout = 10
vol une_driver = cinder.volune.drivers.ent.ent_cli _iscsi.EMCCLIISCSIDriver

destroy_enpty_storage_group = Fal se
vol une_backend_nane = vnx_41

In this configuration, if the user wants to create a volume on a certain storage pool, a vol-
ume type with a extra spec specified the storage pool should be created first, then the user
can use this volume type to create the volume.

Here is an example about creating the volume type:

$ cinder type-create "HighPerf"
$ cinder type-key "HighPerf" set pool _name=Pool _02_SASFLASH
vol ume_backend_nanme=vnx_41

Volume number threshold

In VNX, there is a limit on the maximum number of pool volumes that can be created in
the system. When the limit is reached, no more pool volumes can be created even if there
is enough remaining capacity in the storage pool. In other words, if the scheduler dispatch-
es a volume creation request to a back end that has free capacity but reaches the limit, the
back end will fail to create the corresponding volume.

The default value of the option check_max_pool _| uns_t hreshol d is Fal se. When
check_nmax_pool _| uns_t hreshol d=Tr ue, the pool-based back end will check the lim-
it and will report 0 free capacity to the scheduler if the limit is reached. So the scheduler will
be able to skip this kind of pool-based back end that runs out of the pool volume number.

FC SAN auto zoning

EMC direct driver supports FC SAN auto zoning when ZoneManager is configured. Set

zoni ng_node to f abri ¢ in back-end configuration section to enable this feature. For
ZoneManager configuration, please refer to the section called “Fibre Channel Zone Manag-
er” [177].

Multi-backend configuration

[ DEFAULT]
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enabl ed_backends = backendA, backendB
[ backendA]

storage_vnx_pool nane = Pool 01_SAS

san_ip = 10.10.72.41

#Directory path that contains the VNX security file. Make sure the security
file is generated first.

storage_vnx_security file_dir = /etc/secfilel/arrayl

navi seccli _path = /opt/ Navi spher e/ bi n/ navi seccl i

#Ti meout in M nutes

default _tineout = 10

vol une_driver = cinder.volune.drivers.ent.enc_cli_fc. EMCCLI FCDri ver

destroy_enpty_storage_group = Fal se

initiator_auto_registration = True

[ backendB]

st orage_vnx_pool nane = Pool _02_SAS

san_i p = 10. 10. 26. 101

san_l ogi n = usernane

san_password = password

navi seccl i _path = /opt/Navi spher e/ bi n/ navi seccl i

#Ti meout in M nutes

default _tineout = 10

vol ume_driver = cinder.volune.drivers.ent.enc_cli_fc. EMCCLI FCDri ver

destroy_enpty_storage_group = Fal se
initiator_auto_registration = True

[ dat abase]

max_pool _size = 20
max_overflow = 30

For more details on multi-backend, see OpenStack Cloud Administration Guide.

Force delete volumes in storage groups

Some available volumes may remain in storage groups on the VNX array due to some
OpenStack timeout issues. But the VNX array does not allow the user to delete the volumes
which are still in storage groups. The option force_del ete_| un_i n_st or agegr oup
is introduced to allow the user to delete the available volumes in this tricky situation.

When f orce_del ete_| un_i n_st or agegr oup=Tr ue is set in the back-end section, the
driver will move the volumes out of storage groups and then delete them if the user tries to
delete the volumes that remain in storage groups on the VNX array.

The default value of f or ce_del et e_| un_i n_st or agegr oup is Fal se.

EMC XtremlO Block Storage driver configuration

The high performance XtremlO All Flash Array (AFA) offers Block Storage services to Open-
Stack. Using the driver, OpenStack Block Storage hosts can connect to an XtermlO Storage
cluster.

This section explains how to configure and connect an OpenStack block storage host to an
XtremlO storage cluster.
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Support matrix

» Xtremapp: Version 3.0 and 4.0

Supported operations

* Create, delete, clone, attach, and detach volumes

Create and delete volume snapshots

Create a volume from a snapshot

» Copy an image to a volume

Copy a volume to an image

Extend a volume
* Manage and unmanage a volume

¢ Get volume statistics

XtremlO Block Storage driver configuration

Edit the ci nder . conf file by adding the configuration below under the [ DEFAULT] sec-
tion of the file in case of a single back end or under a separate section in case of multiple
back ends (for example [XTREMIO]). The configuration file is usually located under the fol-
lowing path / et ¢/ ci nder/ ci nder. conf.

For a configuration example, refer to the configuration example.

XtremlO driver name
Configure the driver name by adding the following parameter:

* ForiSCSIvol une_driver =
ci nder.volune.drivers.ent. xtreni o. Xtrenl A scsi Dri ver

* For Fibre Channel vol une_dri ver =
ci nder.volune. drivers. ent. xtren o. Xtrenl OFi breChannel Dri ver

XtremlO management server (XMS) IP
To retrieve the management IP, use the show-xms CLI command.

Configure the management IP by adding the following parameter: san_i p = XMS Man-
agenent |P

XtremlO cluster name

In XtremlO version 4.0, a single XMS can manage multiple cluster back ends. In such setups,
the administrator is required to specify the cluster name (in addition to the XMS IP). Each
cluster must be defined as a separate back end.

42

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -



OpenStack Configuration Refer- July 1, 2015 liberty
ence

To retrieve the Cluster Name, run the show-clusters CLI command.

Configure the cluster name by adding the xt rem o_cl ust er _name = C ust er - Nane

3 Note
When a single cluster is managed in XtremlO version 4.0, the cluster name is
not required.

XtremlO user credentials

OpenStack Block Storage requires an XtremlO XMS user with administrative privileges.
XtremlO recommends creating a dedicated OpenStack user account that holds an adminis-

trative user role.

Refer to the XtremlO User Guide for details on user account management

Create an XMS account using either the XMS GUI or the add-user-accountCLI command.
Configure the user credentials by adding the following parameters:

san_l ogin = XMS user nane

san_password = XMS user nanme password

Multiple back ends

Configuring multiple storage back ends enables you to create several back-end storage so-
lutions that serve the same OpenStack Compute resources.

When a volume is created, the scheduler selects the appropriate back end to handle the re-
quest, according to the specified volume type.

Setting thin provisioning and multipathing parameters

To support thin provisioning and multipathing in the XtremlO Array, the following parame-
ters from the Nova and Cinder configuration files should be modified as follows:

* Thin Provisioning

All XtremIO volumes are thin provisioned. The default value of 20 should be maintained
for the max_over _subscri pti on_rati o parameter.

The use_cow_i mages parameter in thenova. conf file should be set to False as fol-
lows:

use_cow_i nages = fal se
* Multipathing

Theuse_nmul ti pat h_f or _i mage_xf er parameter in theci nder . conf file should be
set to True as follows:

use_nul tipath_for_imge_xfer = true
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Restarting OpenStack Block Storage

Save theci nder . conf file and restart cinder by running the following command:

$ openst ack-service restart cinder-vol ume

Configuring CHAP

The XtremlO Block Storage driver supports CHAP initiator authentication. If CHAP initiator
authentication is required, set the CHAP Authentication mode to initiator.

To set the CHAP initiator mode using CLI, run the following CLI command:

$ nodi fy-chap chap-aut henti cati on-node=i ni ti at or
The CHAP initiator mode can also be set via the XMS GUI
Refer to XtremlO User Guide for details on CHAP configuration via GUI and CLI.

The CHAP initiator authentication credentials (username and password) are generated au-
tomatically by the Block Storage driver. Therefore, there is no need to configure the initial
CHAP credentials manually in XMS.

Configuration example
cinder.conf example file

You can update the ci nder . conf file by editing the necessary parameters as follows:

[ Def aul t]
enabl ed_backends = Xtrem O

[Xtrem Q
vol une_driver = cinder.volune.drivers.ent.xtrem o. Xtremn OFi breChannel Dri ver

san_ip = XM5_ I P

xtrem o_cluster _name = Cluster01
san_|l ogi n = XM5_USER
san_password = XMS_PASSWD

vol une_backend_nane = Xtrem OAFA

GlusterFS driver

GlusterFsS is an open-source scalable distributed file system that is able to grow to petabytes
and beyond in size. More information can be found on Gluster's homepage.

This driver enables the use of GlusterFS in a similar fashion as NFS. It supports basic volume
operations, including snapshot/clone.

3 Note
You must use a Linux kernel of version 3.4 or greater (or version 2.6.32 or
greater in Red Hat Enterprise Linux/CentOS 6.3+) when working with Glus-
ter-based volumes. See Bug 1177103 for more information.
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To use Block Storage with GlusterFsS, first set the vol ume_dri ver inci nder. conf:

vol une_dri ver =ci nder. vol une. drivers. glusterfs. d usterfsDriver

The following table contains the configuration options supported by the GlusterFS driver.

Table 2.4. Description of GlusterFS storage configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

gl ust erfs_nount _poi nt _base =$st at e_pat h/ mt | (StrOpt) Base dir containing mount points for gluster
shares.

gl usterfs_gcow2_vol unes =Fal se (BoolOpt) Create volumes as QCOW?2 files rather than raw
files.

glusterfs_shares_config=/etc/cin- (StrOpt) File with the list of available gluster shares

der/glusterfs_shares

gl usterfs_sparsed_vol umes =True (BoolOpt) Create volumes as sparsed files which take no
space.If set to False volume is created as regular file.In
such case volume creation takes a lot of time.

DRAFT - Liberty - DRAFT - Liberty -

HDS HNAS iSCSI and NFS driver

This OpenStack Block Storage volume driver provides iSCSI and NFS support for Hitachi NAS
Platform Models 3080, 3090, 4040, 4060, 4080 and 4100.

Supported operations
The NFS and iSCSI drivers support these operations:
* Create, delete, attach, and detach volumes.
* Create, list, and delete volume snapshots.
* Create a volume from a snapshot.
» Copy an image to a volume.
* Copy a volume to an image.
* Clone a volume.
» Extend a volume.

* Get volume statistics.

HNAS storage requirements

Before using iSCSI and NFS services, use the HNAS configuration and management GUI
(SMU) or SSC CLI to create storage pool(s), file system(s), and assign an EVS. Make sure that
the file system used is not created asrepl i cati on target s. Additionally:

For NFS: Create NFS exports, choose a path for them (it must be different from "/")
and set the Show snapshots option to hi de and di sabl e access.
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Also, configure the option nor oot squash as"* (rw, noroot-
squash) ", so cinder services can change the permissions of its volumes.

In order to use the hardware accelerated features of NFS HNAS, we recom-
mend setting max- nf s- ver si on to 3. Refer to HNAS command line ref-
erence to see how to configure this option.

For iSCSI: You need to set an iSCSI domain.

Block storage host requirements

nfs-utils for Red Hat

—_

The HNAS driver is supported
for Red Hat, SUSE Cloud and
Ubuntu Cloud. The following
packages must be installed:

nfs-client for SUSE

N

3. nfs-common, libc6-i386 for Ubuntu (libc6-i386 only re-
quired on Ubuntu 12.04)

4. If you are not using SSH, you need the HDS SSC pack-
age (hds-ssc-v1.0-1) to communicate with an HNAS
array using the SSC command. This utility package
is available in the RPM package distributed with the
hardware through physical media or it can be manu-
ally copied from the SMU to the Block Storage host.

Package installation
If you are installing the driver from a RPM or DEB package, follow the steps bellow:
1. Install SSC:
In Red Hat:
# rpm-i hds-ssc-v1.0-1.rpm
Or in SUSE:
# zypper hds-ssc-v1.0-1.rpm
Or in Ubuntu:
# dpkg -i hds-ssc_1.0-1_all.deb
2. Install the dependencies:
In Red Hat:
# yuminstall nfs-utils nfs-utils-lib
Or in Ubuntu:
# apt-get install nfs-comon

Or in SUSE:

# zypper install nfs-client
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If you are using Ubuntu 12.04, you also need to install libc6-i386

# apt-get install |ibc6-i386
3. Configure the driver as described in the "Driver Configuration" section.

4. Restart all cinder services (volume, scheduler and backup).

Driver configuration

The HDS driver supports the concept of differentiated services (also referred as quality of
service) by mapping volume types to services provided through HNAS.

HNAS supports a variety of storage options and file system capabilities, which are selected
through the definition of volume types and the use of multiple back ends. The driver maps
up to four volume types into separated exports or file systems, and can support any num-

ber if using multiple back ends.

The configuration for the driver is read from an XML-formatted file (one per back end),
which you need to create and set its path in the ci nder . conf configuration file. Below
are the configuration needed in the ci nder . conf configuration file L,

[ DEFAULT]
enabl ed_backends = hnas_i scsi 1, hnas_nfsl

For HNAS iSCSI driver create this section:

[ hnas_i scsi 1]

vol une_driver = cinder.volune.drivers. hds.iscsi.HDSI SCSI Dri ver
hds_hnas_i scsi _config_file = /path/to/config/hnas_config_file.xm
vol une_backend_nane = HNAS- | SCSI

For HNAS NFS driver create this section:

[ hnas_nf s1]

vol une_driver = cinder.vol une.drivers. hds. nfs. HDSNFSDr i ver
hds_hnas_nfs_config_file = /path/to/config/hnas_config_file.xn
vol une_backend_nane = HNAS- NFS

The XML file has the following format:

<?xm version = "1.0" encoding = "UTF-8" 2>
<config>
<mgnt _i p0>172. 24. 44. 15</ mgnt _i p0>
<hnas_cnd>ssc</ hnas_cnd>
<chap_enabl ed>Fal se</ chap_enabl ed>
<ssh_enabl ed>Fal se</ ssh_enabl ed>
<cl uster_adm n_i p0>10. 1. 1. 1</ cl ust er _admi n_i p0>
<user nane>super vi sor </ user nane>
<passwor d>super vi sor </ passwor d>
<svc_0>
<vol ume_t ype>def aul t </ vol ume_t ype>
<i scsi _i p>172. 24. 44. 20</i scsi _i p>
<hdp>f s01- husvnx/ hdp>

The configuration file location may differ.
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</ svc_0>
<svc_1>

<vol une_t ype>pl ati nun</ vol une_t ype>
<i scsi _i p>172. 24. 44, 20</i scsi _i p>
<hdp>f s01- pl at i nun</ hdp>

</svc_1>
</ confi g>

HNAS volume driver XML configuration options

An OpenStack Block Storage node using HNAS drivers can have up to four services. Each

service is defined by asvc_n tag(svc_0,svc_1,svc_2,orsvc_3

2 for example).

These are the configuration options available for each service label:

Table 2.5. Configuration options for service labels

Option Type Default Description
vol une_t ype Required |defaul t When a cr eat e_vol une call with a certain volume type
happens, the volume type will try to be matched up with
this tag. In each configuration file you must define the
def aul t volume type in the service labels and, if no vol-
ume type is specified, the def aul t is used. Other labels
are case sensitive and should match exactly. If no config-
ured volume types match the incoming requested type, an
error occurs in the volume creation.
iscsi_ip Required An iSCSI IP address dedicated to the service.
only for
iSCSI
hdp Required For iSCSI driver: virtual file system label associated with the

service.

For NFS driver: path to the volume (<ip_address>:/<path>)
associated with the service.

Additionally, this entry must be added in the file used to
list available NFS shares. This file is located, by default,
in/ et c/cinder/ nfs_shar es or you can specify the
location in the nf s_shar es_confi g option in the

ci nder. conf configuration file.

These are the configuration options available to the conf i g section of the XML config file:

Table 2.6. Configuration options

Option Type Default Description
nmgnt _i pO Required Management Port 0 IP address. Should be the IP address
of the "Admin" EVS.

hnas_cnd Optional |ssc Command to communicate to HNAS array.

chap_enabl ed Optional |True Boolean tag used to enable CHAP authentication protocol.
(iSCSI on-
ly)

user name Required |supervisor It's always required on HNAS.

passwor d Required |supervisor Password is always required on HNAS.

svc_0, svc_1, svc_2, |Optional [(atleastonela- |Service labels: these four predefined names help four dif-

svc_3 bel has to be de- | ferent sets of configuration options. Each can specify HDP

fined) and a unique volume type.

’Thereis no relative precedence or weight among these four labels.
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Option Type Default Description
cl uster_adm n_i pO Optional if The address of HNAS cluster admin.
ssh_enabl ed
is True
ssh_enabl ed Optional |Fal se Enables SSH authentication between Block Storage host
and the SMU.
ssh_private_key Re- Fal se Path to the SSH private key used to authenticate in HNAS
quired if SMU. The public key must be uploaded to HNAS SMU us-
ssh_enabl ed ing ssh-regi ster-public-key (thisisan SSH sub-
is True command). Note that copying the public key HNAS using
ssh- copy-i d doesn't work properly as the SMU periodi-
cally wipe out those keys.

Service labels

HNAS driver supports differentiated types of service using the service labels. It is possible to
create up to four types of them, as gold, platinun, silver and ssd, for example.

After creating the services in the XML configuration file, you must configure

one vol ume_t ype per service. Each vol une_t ype must have the metadata

servi ce_| abel with the same name configured in the <vol une_t ype> section of that
service. If this is not set, OpenStack Block Storage will schedule the volume creation to the
pool with largest available free space or other criteria configured in volume filters.

$ cinder type-create 'default’

$ cinder type-key 'default' set service_label = 'default’
$ cinder type-create 'platinun-tier'
$ cinder type-key 'platinun' set service_label = "'platinun'

Multi-back-end configuration

If you use multiple back ends and intend to enable the creation of a volume in a specific
back end, you must configure volume types to set the vol une_backend_nane option
to the appropriate back end. Then, create vol une_t ype configurations with the same
vol ume_backend_nane .

$ cinder type-create 'iscsi'
$ cinder type-key 'iscsi' set volume_backend_name = ' HNAS-| SCSI*

$ cinder type-create 'nfs’
$ cinder type-key 'nfs' set vol une_backend_name = ' HNAS- NFS

You can deploy multiple OpenStack HNAS drivers instances that each control a separate
HNAS array. Each service (svc_0, svc_1, svc_2, svc_3)on theinstances need to
have a volume_type and service_label metadata associated with it. If no metadata is asso-
ciated with a pool, OpenStack Block Storage filtering algorithm selects the pool with the
largest available free space.

SSH configuration

Instead of using SSC on the Block Storage host and store its credential on the XML configu-
ration file, HNAS driver supports SSH authentication. To configure that:

1. If you don't have a pair of public keys already generated, create it in the Block Storage
host (leave the pass-phrase empty):

$ nkdir -p /opt/hds/ssh
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$ ssh-keygen -f /opt/hds/ssh/ hnaskey
2. Change the owner of the key to ci nder (or the user the volume service will be run):

# chown -R cinder.cinder /opt/hds/ssh

3. Create the directory "ssh_keys" in the SMU server:

$ ssh [ manager| supervi sor] @smu-ip> 'nkdir -p /var/opt/nmercury-nai n/ home/
[ manager | supervi sor]/ssh_keys/"'

4. Copy the public key to the "ssh_keys" directory:

$ scp /opt/hds/ssh/ hnaskey. pub [ manager | supervi sor] @smnu-i p>:/var/ opt/
mer cur y- mai n/ home/ [ manager | super vi sor] / ssh_keys/

5. Access the SMU server:

$ ssh [ manager | supervi sor] @snu-i p>
6. Run the command to register the SSH keys:

$ ssh-register-public-key -u [ manager|supervisor] -f ssh_keys/hnaskey. pub
7. Check the communication with HNAS in the Block Storage host:

$ ssh -i /opt/hds/ssh/ hnaskey [manager | supervisor] @smu-ip> 'ssc
<cl uster_adm n_i p0> df -a'

<cl ust er _admi n_i p0> is "localhost" for single node deployments. This should return a
list of available file systems on HNAS.

Editing the XML config file:

1. Set the "username”.

2. Enable SSH adding the line " <ssh_enabl ed> True</ ssh_enabl ed>" under
"<confi g>" session.

3. Set the private key path: " <ssh_pri vat e_key> /opt/ hds/ ssh/ hnaskey</
ssh_private_key>" under"<confi g>" session.

4. If the HNAS is in a multi-cluster configuration set " <cl ust er _adni n_i p0>" to the
cluster node admin IP. In a single node HNAS, leave it empty.

5. Restart the cinder service.

Additional notes

» The get _vol une_st at s() function always provides the available capacity based on
the combined sum of all the HDPs that are used in these services labels.

» After changing the configuration on the storage, the OpenStack Block Storage driver
must be restarted.

* HNAS iSCSI driver, due to an HNAS limitation, allows only 32 volumes per target.
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* On Red Hat, if the system is configured to use SELinux, you need toset"vi rt _use_nfs
= on" for NFS driver work properly.

Hitachi storage volume driver

Hitachi storage volume driver provides iSCSI and Fibre Channel support for Hitachi storages.

System requirements
Supported storages:
* Hitachi Virtual Storage Platform G1000 (VSP G1000)
* Hitachi Virtual Storage Platform (VSP)
* Hitachi Unified Storage VM (HUS VM)
* Hitachi Unified Storage 100 Family (HUS 100 Family)
Required software:
* RAID Manager Ver 01-32-03/01 or later for VSP G1000/VSP/HUS VM

* Hitachi Storage Navigator Modular 2 (HSNM2) Ver 27.50 or later for HUS 100 Family

3 Note

HSNM2 needs to be installed under / usr/ st onavm
Required licenses:
* Hitachi In-System Replication Software for VSP G1000/VSP/HUS VM
* (Mandatory) Shadowlmage in-system replication for HUS 100 Family
* (Optional) Copy-on-Write Snapshot for HUS 100 Family

Additionaly, the pexpect package is required.

Supported operations

Create, delete, attach and detach volumes.

* Create, list and delete volume snapshots.

Create a volume from a snapshot.
» Copy a volume to an image.
» Copy an image to a volume.

e Clone a volume.
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1.

2.

* Extend a volume.

* Get volume statistics.
Configuration

Set up Hitachi storage

You need to specify settings as described below. For details about each step, see the user's

guide of the storage device. Use a storage administrative software such as Storage Naviga-
tor to set up the storage device so that LDEVs and host groups can be created and deleted,
and LDEVs can be connected to the server and can be asynchronously copied.

Create a Dynamic Provisioning pool.
Connect the ports at the storage to the Controller node and Compute nodes.

For VSP G1000/VSP/HUS VM, set "port security" to "enable" for the ports at the stor-
age.

For HUS 100 Family, set "Host Group security"/"iSCSI target security" to "ON" for the
ports at the storage.

For the ports at the storage, create host groups (iSCSI targets) whose names begin
with HBSD- for the Controller node and each Compute node. Then register a WWN
(initiator IQN) for each of the Controller node and Compute nodes.

For VSP G1000/VSP/HUS VM, perform the following:

* Create a storage device account belonging to the Administrator User Group. (To use
multiple storage devices, create the same account name for all the target storage
devices, and specify the same resource group and permissions.)

¢ Create a command device (In-Band), and set user authentication to ON.

* Register the created command device to the host group for the Controller node.
* To use the Thin Image function, create a pool for Thin Image.

For HUS 100 Family, perform the following:

¢ Use the command auunitaddauto to register the unit name and controller of the
storage device to HSNM2.

* When connecting via iSCSI, if you are using CHAP certification, specify the same user
and password as that used for the storage port.

Set up Hitachi Gigabit Fibre Channel adaptor

Change a parameter of the hfcldd driver and update the initram file if Hitachi Gigabit Fibre
Channel adaptor is used.

# [opt/hitachi/drivers/hba/hfcmgr -E hfc_rport_lu_scan 1
# dracut -f initranfs-KERNEL_VERSI ON. i ng KERNEL_ VERSI ON
# reboot
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Set up Hitachi storage volume driver

1. Create directory.

# nkdir /var/| ock/ hbsd
# chown ci nder:cinder /var/lock/ hbsd

2. Create "volume type" and "volume key".

This example shows that HUS100_SAMPLE is created as "volume type" and
hus100_backend is registered as "volume key".

$ cinder type-create HUS100_SAMPLE
$ cinder type-key HUS100_SAMPLE set vol une_backend_nane=hus100_backend

Please specify any identical "volume type" name and "volume key".

To confirm the created "volume type", please execute the following command:

$ cinder extra-specs-list
3. Edit/ et c/cinder/cinder. conf asfollows.

If you use Fibre Channel:

vol une_driver = cinder.volune.drivers. hitachi.hbsd_fc. HBSDFCDr i ver

If you use iSCSI:

vol ume_driver = cinder.vol une.drivers. hitachi.hbsd_ iscsi.HBSDI SCSIDriver

Also, set vol une_backend_nane created by cinder type-key

vol ume_backend_nanme = hus100_backend

This table shows configuration options for Hitachi storage volume driver.

Table 2.7. Description of Hitachi storage volume driver configuration

options

Configuration option = Default value | Description

[DEFAULT]

hi t achi _add_chap_user =Fal se (BoolOpt) Add CHAP user

hi tachi _async_copy_check_i nterval =10 (IntOpt) Interval to check copy asynchronously

hi tachi _aut h_net hod = None (StrOpt) iSCSI authentication method

hi tachi _aut h_passwor d = HBSD- CHAP- pass- (StrOpt) iSCSI authentication password

wor d

hi t achi _aut h_user =HBSD- CHAP- user (StrOpt) iSCSI authentication username

hi tachi _copy_check_i nterval =3 (IntOpt) Interval to check copy

hi tachi _copy_speed =3 (IntOpt) Copy speed of storage system

hi tachi _defaul t _copy_net hod =FULL (StrOpt) Default copy method of storage system

hi t achi _group_r ange = None (StrOpt) Range of group number

hi tachi _group_request =Fal se (BoolOpt) Request for creating HostGroup or iSCSI Tar-
get

hi tachi _horcm add_conf =True (BoolOpt) Add to HORCM configuration
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Configuration option = Default value

Description

hi t achi _hor cm nunber s =200, 201

(StrOpt) Instance numbers for HORCM

hi t achi _horcm passwor d = None

(StrOpt) Password of storage system for HORCM

hi t achi _horcm user =None

(StrOpt) Username of storage system for HORCM

hi tachi _| dev_r ange = None

(StrOpt) Range of logical device of storage system

hi tachi _pool _i d =None

(IntOpt) Pool ID of storage system

hi tachi _seri al _nunber =None

(StrOpt) Serial number of storage system

hitachi _target_ports=None

(StrOpt) Control port names for HostGroup or iSCSI Tar-
get

hi tachi _thi n_pool _i d =None

(IntOpt) Thin pool ID of storage system

hi tachi _unit_nanme =None

(StrOpt) Name of an array unit

hi tachi _zoni ng_r equest =Fal se

(BoolOpt) Request for FC Zone creating HostGroup
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4. Restart Block Storage service.

When the startup is done, "MSGID0003-I: The storage backend can be used." is output
into/ var/ | og/ ci nder/vol une. | og as follows.

2014-09-01 10: 34: 14. 169 28734 WARNI NG ci nder . vol unme. dri vers. hi tachi .
hbsd_common [req- aObb70b5- 7c3f - 422a- a29e- 6a55d6508135 None None]

MSA D0003-1: The storage backend can be used. (config_group:
hus100_backend)

HP 3PAR Fibre Channel and iSCSI drivers

The HP3PARFCDr i ver and HP3PARI SCSI Dr i ver drivers, which are based on the Block
Storage service (Cinder) plug-in architecture, run volume operations by communicating
with the HP 3PAR storage system over HTTP, HTTPS, and SSH connections. The HTTP and
HTTPS communications use hp3parclient, which is part of the Python standard library.

For information about how to manage HP 3PAR storage systems, see the HP 3PAR user doc-
umentation.

System requirements

To use the HP 3PAR drivers, install the following software and components on the HP 3PAR
storage system:

* HP 3PAR Operating System software version 3.1.3 MU1 or higher.

* Deduplication provisioning requires SSD disks and HP 3PAR Operating System software
version 3.2.1 MU1 or higher.

* Enabling Flash Cache Policy requires the following:

¢ Array must contain SSD disks.

HP 3PAR Operating System software version 3.2.1 MU2 or higher.
¢ hp3parclient version 3.2.0 or newer.

* Array must have the Adaptive Flash Cache license installed.
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* Flash Cache must be enabled on the array with the CLI command createflashcache
size, where size must be in 16 GB increments. For example, createflashcache 128g
will create 128 GB of Flash Cache for each node pair in the array.

¢ The Dynamic Optimization license is required to support any feature that results in a
volume changing provisioning type or CPG. This may apply to the volume migrate, re-
type, and manage commands.

* HP 3PAR Web Services APl Server must be enabled and running
* One Common Provisioning Group (CPG)

* Additionally, you must install the hp3parclient version 3.1.1 or newer from the Python
standard library on the system with the enabled Block Storage service volume drivers.

Supported operations

* Create, delete, attach, and detach volumes.

Create, list, and delete volume snapshots.

Create a volume from a snapshot.

» Copy an image to a volume.

* Copy a volume to an image.

* Clone a volume.

* Extend a volume.

* Migrate a volume with back-end assistance.
* Retype a volume.

* Manage and unmanage a volume.

Volume type support for both HP 3PAR drivers includes the ability
to set the following capabilities in the OpenStack Block Storage API
ci nder. api.contrib.types_extra_specs volume type extra specs extension mod-

ule:

* hp3par: cpg

O Warning
This setting is ignored as of Kilo. Instead, use the hp3par _cpg setting in
ci nder . conf to list the valid CPGs for a backend. CPGs should now be con-
trolled by configuring separate backends with pools.

» hp3par: snap_cpg
* hp3par: provi si oni ng

* hp3par: persona
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* hp3par: vvs
* hp3par: flash_cache

To work with the default filter scheduler, the key values are case sensitive and scoped with
hp3par : . For information about how to set the key-value pairs and associate them with a
volume type, run the following command:

$ cinder help type-key

3 Note
Volumes that are cloned only support extra specs keys cpg, snap_cpg, provision-
ing and vvs. The others are ignored. In addition the comments section of the
cloned volume in the HP 3PAR StoreServ storage array is not populated.

If volume types are not used or a particular key is not set for a volume type, the following
defaults are used:

» hp3par: cpg - Defaults to the hp3par _cpg setting in the ci nder . conf file.

» hp3par: snap_cpg - Defaults to the hp3par _snap setting in the ci nder . conf file. If
hp3par _snap is not set, it defaults to the hp3par _cpg setting.

* hp3par: provi si oni ng - Defaults to thin provisioning, the valid values are t hi n,
full, and dedup.

» hp3par: per sona - Defaults tothe 2 - Generi c- ALUA persona. The valid values are,
1 - Ceneric,2 - Generic-ALUA 3 - Generic-legacy,4 - HPUX-1egacy, 5
- Al X-legacy,6 - EGENERA, 7 - ONTAP-legacy,8 - VMnaare, 9 - QpenVM5,
10 - HPUX and 11 - W ndowsServer.

* hp3par: fl ash_cache - Defaults to f al se, the valid values aret rue and f al se.

QoS support for both HP 3PAR drivers includes the ability to set the following capabilities in
the OpenStack Block Storage APl ci nder . api . contri b. qos_specs_manage qos specs
extension module:

* m nBWS
* maxBW5
* mnl OPS
* max| OPS
* | atency
epriority

The qos keys above no longer require to be scoped but must be created and associated to a
volume type. For information about how to set the key-value pairs and associate them with
a volume type, run the following commands:

$ cinder help qos-create

$ cinder hel p qos-key
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$

ci nder hel p gos-associ ate

The following keys require that the HP 3PAR StoreServ storage array has a Priority Opti-
mization license installed.

hp3par : vvs - The virtual volume set name that has been predefined by the Admin-
istrator with Quality of Service (QoS) rules associated to it. If you specify extra_specs
hp3par : vvs, the qos_specs m nl OPS, max| OPS, ni nBW5, and nmax BWE settings are ig-
nored.

nm NBWS5 - The QoS I/0 issue bandwidth minimum goal in MBs. If not set, the I/O issue
bandwidth rate has no minimum goal.

maxBW5 - The QoS I/0 issue bandwidth rate limit in MBs. If not set, the 1/0 issue band-
width rate has no limit.

nm nl OPS - The QoS I/0 issue count minimum goal. If not set, the 1/O issue count has no
minimum goal.

max| OPS - The QoS I/0 issue count rate limit. If not set, the I/O issue count rate has no
limit.

| at ency - The latency goal in milliseconds.

priority -The priority of the QoS rule over other rules. If not set, the priority is normal,
valid values are low, normal and high.

3 Note
Since the Icehouse release, minlOPS and maxIOPS must be used together to set
I/0 limits. Similarly, minBWS and maxBWS must be used together. If only one is
set the other will be set to the same value.

The following keys require that the HP 3PAR StoreServ storage array has an Adaptive Flash
Cache license installed.

* hp3par: f1 ash_cache - The flash-cache policy, which can be turned on and off by set-

ting the valuetotrue or f al se.

Enable the HP 3PAR Fibre Channel and iSCSI drivers

The HP3PARFCDr i ver and HP3PARI SCSI Dri ver are installed with the OpenStack soft-
ware.

1.

Install the hp3par cl i ent Python package on the OpenStack Block Storage system.
# pip install 'hp3parclient>=3.0,<4.0'

Verify that the HP 3PAR Web Services API server is enabled and running on the HP
3PAR storage system.

a. Log onto the HP 3PAR storage system with administrator access.

$ ssh 3paradm@xHP 3PAR | P Address>

b. View the current state of the Web Services APl Server.
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# showwsapi
-Service- -State- -HTTP_State- HITP_Port -HITPS State- HITPS Port -
Ver si on-
Enabl ed Acti ve Enabl ed 8008 Enabl ed 8080
1.1

c. If the Web Services API Server is disabled, start it.
# startwsapi
If the HTTP or HTTPS state is disabled, enable one of them.
# setwsapi -http enable
or

# setwsapi -https enable

3 Note
To stop the Web Services API Server, use the stopwsapi command. For oth-
er options run the setwsapi —h command.

If you are not using an existing CPG, create a CPG on the HP 3PAR storage system to
be used as the default location for creating volumes.

Make the following changes in the / et ¢/ ci nder/ ci nder . conf file.

## REQUI RED SETTI NGS
# 3PAR W5 APl Server URL
hp3par _api _url =https://10.10. 0. 141: 8080/ api / v1

# 3PAR usernane with the '"edit' role
hp3par _user nane=edi t 3par

# 3PAR password for the user specified in hp3par_usernane
hp3par _passwor d=3par pass

# 3PAR CPG to use for volune creation
hp3par _cpg=0CpenSt ackCPG_RAI D5_NL

# | P address of SAN controller for SSH access to the array
san_i p=10. 10. 22. 241

# Username for SAN controller for SSH access to the array
san_| ogi n=3par adm

# Password for SAN controller for SSH access to the array
san_passwor d=3par pass

# FI BRE CHANNEL(uncomment the next line to enable the FC driver)
# vol une_dri ver =ci nder. vol une. dri vers. san. hp. hp_3par _f c. HP3PARFCDx i ver

# i SCSI (uncomment the next line to enable the i SCSI driver and
# hp3par _i scsi _i ps or iscsi_ip_address)

#vol une_dri ver =ci nder. vol une. dri vers. san. hp. hp_3par _i scsi
HP3PARI SCSI Dr i ver

# iSCSI multiple port configuration
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# hp3par_i scsi _i ps=10. 10. 220. 253: 3261, 10. 10. 222. 234

# Still available for single port iSCSI configuration
#i scsi _i p_address=10. 10. 220. 253

## OPTI ONAL SETTI NGS
# Enabl e HTTP debuggi ng to 3PAR
hp3par _debug=Fal se

# Enabl e CHAP aut hentication for i SCSI connecti ons.
hp3par _i scsi _chap_enabl ed=f al se

# The CPG to use for Snapshots for volunes. If enpty hp3par_cpg will be
used.
hp3par _snap_cpg=0penSt ackSNAP_CPG

# Time in hours to retain a snapshot. You can't delete it before this
expires.
hp3par _snapshot _retenti on=48

# Time in hours when a snapshot expires and is del eted. This nust be
| arger than retention
hp3par _snapshot _expirati on=72

j I Note

You can enable only one driver on each cinder instance unless you enable
multiple back-end support. See the Cinder multiple back-end support in-
structions to enable this feature.

3 Note
You can configure one or more iSCSI addresses by using the
hp3par _i scsi _i ps option. When you configure multiple address-
es, the driver selects the iSCSI port with the fewest active volumes at at-
tach time. The IP address might include an IP port by using a colon (: )
to separate the address from port. If you do not define an IP port, the
default port 3260 is used. Separate IP addresses with a comma (, ). The
i scsi _i p_address/i scsi _port options might be used as an alterna-
tive to hp3par _i scsi _i ps for single port iSCSI configuration.

6. Save the changes to the ci nder. conf file and restart the ci nder - vol une service.

The HP 3PAR Fibre Channel and iSCSI drivers are now enabled on your OpenStack system. If
you experience problems, review the Block Storage service log files for errors.

HP LeftHand/StoreVirtual driver

The HPLef t Handl SCSI Dri ver is based on the Block Storage service (Cinder) plug-in ar-
chitecture. Volume operations are run by communicating with the HP LeftHand/StoreVirtu-
al system over HTTPS, or SSH connections. HTTPS communications use the hplefthandclient,
which is part of the Python standard library.

DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

The HPLef t Handl SCSI Dri ver can be configured to run in one of two possible modes,
legacy mode which uses SSH/CLIQ to communicate with the HP LeftHand/StoreVirtual ar-
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ray, or standard mode which uses a new REST client to communicate with the array. No
new functionality has been, or will be, supported in legacy mode. For performance im-
provements and new functionality, the driver must be configured for standard mode,
the hplefthandclient must be downloaded, and HP LeftHand/StoreVirtual Operating Sys-
tem software version 11.5 or higher is required on the array. To configure the driver in
standard mode, see the section called “HP LeftHand/StoreVirtual REST driver standard
mode” [60]. To configure the driver in legacy mode, see the section called “HP Left-
Hand/StoreVirtual CLIQ driver legacy mode” [63].

For information about how to manage HP LeftHand/StoreVirtual storage systems, see the
HP LeftHand/StoreVirtual user documentation.

HP LeftHand/StoreVirtual REST driver standard mode

This section describes how to configure the HP LeftHand/StoreVirtual Cinder driver in stan-
dard mode.

System requirements
To use the HP LeftHand/StoreVirtual driver in standard mode, do the following:

* Install LeftHand/StoreVirtual Operating System software version 11.5 or higher on the
HP LeftHand/StoreVirtual storage system.

* Create a cluster group.

* Install the hplefthandclient version 1.0.2 from the Python Package Index on the system
with the enabled Block Storage service volume drivers.

Supported operations
» Create, delete, attach, and detach volumes.
* Create, list, and delete volume snapshots.
* Create a volume from a snapshot.
» Copy an image to a volume.
» Copy a volume to an image.
* Clone a volume.
» Extend a volume.
* Get volume statistics.
* Migrate a volume with back-end assistance.
* Retype a volume.

When you use back-end assisted volume migration, both source and destination clus-
ters must be in the same HP LeftHand/StoreVirtual management group. The HP Left-
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Hand/StoreVirtual array will use native LeftHand APIs to migrate the volume. The volume
cannot be attached or have snapshots to migrate.

Volume type support for the driver includes the ability to set the following capabilities in
the OpenStack Cinder APl ci nder. api . contri b. types_extra_specs volume type
extra specs extension module.

* hpl h: provi si oni ng
* hpl h: ao
* hpl h: dat a_pl

To work with the default filter scheduler, the key-value pairs are case-sensitive and scoped
with ' hpl h: ' . For information about how to set the key-value pairs and associate them
with a volume type, run the following command:

$ cinder hel p type-key
* The following keys require the HP LeftHand/StoreVirtual storage array be configured for

hplh:ao The HP LeftHand/StoreVirtual storage array must be configured for
Adaptive Optimization.

hplh:data_pl The HP LeftHand/StoreVirtual storage array must be able to support
the Data Protection level specified by the extra spec.

* If volume types are not used or a particular key is not set for a volume type, the follow-
ing defaults are used:

hplh:provisioning Defaults to t hi n provisioning, the valid values are, t hi n and
full

hplh:ao Defaults to t r ue, the valid values are, t r ue and f al se.

hplh:data_pl Defaults to r - 0, Network RAID-0 (None), the valid values are,

r - 0, Network RAID-0 (None)

r- 5, Network RAID-5 (Single Parity)
r-10- 2, Network RAID-10 (2-Way Mirror)
r - 10- 3, Network RAID-10 (3-Way Mirror)
r - 10- 4, Network RAID-10 (4-Way Mirror)

r - 6, Network RAID-6 (Dual Parity),

Enable the HP LeftHand/StoreVirtual iSCSI driver in standard mode

The HPLef t Handl SCSI Dri ver is installed with the OpenStack software.

1. Install the hpl ef t handcl i ent Python package on the OpenStack Block Storage sys-
tem.

# pip install 'hplefthandclient>=1.0.2,<2.0'
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2. Ifyou are not using an existing cluster, create a cluster on the HP LeftHand storage sys-

tem to be used as the cluster for creating volumes.

3. Make the following changes in the / et ¢/ ci nder/ ci nder . conf file:

## REQUI RED SETTI NGS

# Left Hand W5 APl Server URL
hpl ef t hand_api _ur| =https://10. 10. 0. 141: 8081/ | hos

# LeftHand Super user usernane
hpl ef t hand_user nane=I huser

# LeftHand Super user password
hpl ef t hand_passwor d=I hpass

# LeftHand cluster to use for volune creation
hpl ef t hand_cl ust er nanme=Cl ust er Lef t hand

# LeftHand i SCSI dri ver
vol ume_dri ver =ci nder . vol une. dri vers. san. hp. hp_I ef t hand_i scsi .
HPLef t Handl SCSI Dr i ver

## OPTI ONAL SETTI NGS

# Shoul d CHAPS aut henti cati on be used (default=fal se)
hpl ef t hand_i scsi _chap_enabl ed=f al se

# Enabl e HTTP debuggi ng to LeftHand (defaul t=fal se)
hpl ef t hand_debug=f al se

You can enable only one driver on each cinder instance unless you enable multiple
back end support. See the Cinder multiple back end support instructions to enable this
feature.

If the hpl ef t hand_i scsi _chap_enabl ed is set to t r ue, the driver will associate
randomly-generated CHAP secrets with all hosts on the HP LeftHand/StoreVirtual sys-
tem. OpenStack Compute nodes use these secrets when creating iSCSI connections.

c Important

CHAP secrets are passed from OpenStack Block Storage to Compute in
clear text. This communication should be secured to ensure that CHAP se-
crets are not discovered.

3 Note

CHAP secrets are added to existing hosts as well as newly-created ones. If
the CHAP option is enabled, hosts will not be able to access the storage
without the generated secrets.

4. Save the changes to the ci nder. conf file and restart the ci nder - vol une service.

The HP LeftHand/StoreVirtual driver is now enabled in standard mode on your OpenStack
system. If you experience problems, review the Block Storage service log files for errors.
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HP LeftHand/StoreVirtual CLIQ driver legacy mode

This section describes how to configure the HP LeftHand/StoreVirtual Cinder driver in lega-
cy mode.

The HPLef t Handl SCSI Dri ver allows you to use an HP Lefthand/StoreVirtual SAN that
supports the CLIQ interface. Every supported volume operation translates into a CLIQ call in
the back end.

O Warning
This driver has been deprecated as of the Liberty release, it will be removed in

the M release. Please use the HPLef t Handl SCSI Dri ver REST based driver in-
stead.

Supported operations

* Create, delete, attach, and detach volumes.

Create, list, and delete volume snapshots.
Create a volume from a snapshot.
Copy an image to a volume.

Copy a volume to an image.

Enable the HP LeftHand/StoreVirtual iSCSI driver in legacy mode

The HPLef t Handl SCSI Dri ver is installed with the OpenStack software.

1.

If you are not using an existing cluster, create a cluster on the HP Lefthand storage sys-
tem to be used as the cluster for creating volumes.

Make the following changes in the / et ¢/ ci nder/ ci nder. conf file.
## REQUI RED SETTI NGS

# VIP of your Virtual Storage Appliance (VSA).
san_i p=10. 10. 0. 141

# LeftHand Super user usernane
san_| ogi n=l huser

# LeftHand Super user password
san_passwor d=I hpass

# LeftHand ssh port, the default for the VSA is usually 16022.
san_ssh_port =16022

# LeftHand cluster to use for volune creation
san_cl ust er nane=Cl ust er Lef t hand

# LeftHand i SCSI driver
vol une_dri ver =ci nder. vol une. dri vers. san. hp. hp_| ef t hand_i scsi .
HPLef t Handl SCSI Dri ver
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3.

## OPTI ONAL SETTI NGS

# LeftHand provi sioning, to disable thin provisioning, set to
# set to Fal se.
san_t hi n_provi si on=Tr ue

# Typically, this paraneter is set to False, for this driver.

# To configure the CLI Q conmmands to run locally instead of over ssh,
# set this parameter to True

san_i s_| ocal =Fal se

Save the changes to the ci nder . conf file and restart the ci nder - vol une service.

The HP LeftHand/StoreVirtual driver is now enabled in legacy mode on your OpenStack sys-
tem. If you experience problems, review the Block Storage service log files for errors.

To configure the VSA

1.

2.

Configure CHAP on each of the nova- conput e nodes.

Add server associations on the VSA with the associated CHAPS and initiator informa-
tion. The name should correspond to the host nane of the nova- conput e node. For
Xen, this is the hypervisor host name. To do this, use either CLIQ or the Centralized
Management Console.

Huawei storage driver

The Huawei driver supports the iSCSI and Fibre Channel connections and enables OceanStor
T series V200R002, OceanStor 18000 series V100R001 and OceanStor V3 series V300R002
storage to provide block storage services for OpenStack.

Supported operations

Create, delete, expand, attach, and detach volumes.
Create and delete a snapshot.

Copy an image to a volume.

Copy a volume to an image.

Create a volume from a snapshot.

Clone a volume.

Configure block storage nodes

1.

Modify the ci nder . conf configuration file and add vol une_dri ver and
ci nder _huawei _conf file itens.

¢ Example for configuring a storage system:
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vol ume_dri ver = cinder.vol une. drivers. huawei . Huawei Vol unmeDr i ver
ci nder _huawei conf file = /etc/cinder/cinder_huawei _conf.xmnl

« Example for configuring multiple storage systems:

enabl ed_backends =t _iscsi, 18000_i scsi

[t_iscsi]

vol une_dri ver = cinder.vol une.drivers. huawei . Huawei Vol umeDr i ver

ci nder _huawei _conf _file = /etc/cinder/cinder_huawei _conf_t_iscsi.xm
vol une_backend_nane = Huawei Tl SCSI Dri ver

[ 18000 i scsi ]

vol une_dri ver = cinder.vol une. drivers. huawei . Huawei Vol uneDr i ver

ci nder _huawei _conf _file = /etc/cinder/cinder_huawei _conf_18000_i scsi . xm
vol ume_backend_name = Huawei 180001 SCSI Dri ver

2. In/etc/cinder, create a driver configuration file. The driver configuration file name
must be the same as the ci nder _huawei _conf _fil e iteminthe ci nder _conf
configuration file.

3. Configure product and protocol.

Product and Protocol indicate the storage system type and link type respectively. For
the OceanStor 18000 series V100R001 storage systems, the driver configuration file is
as follows:

<?xm version='1.0" encodi ng=" UTF-8' ?>
<config>

<St or age>
<Pr oduct >18000</ Pr oduct >
<Pr ot ocol >i SCSI </ Pr ot ocol >
<Rest URL>ht t ps: // x. x. X. x/ devi ceManager/ r est/ </ Rest URL>
<User Nane>xxxxxxxx</ User Name>
<User Passwor d>xxxxxxxx</ User Passwor d>

</ St or age>

<LUN>
<LUNType>Thi ck</ LUNType>
<WiteType>1</ Wit eType>
<M rrorSwitch>0</MrrorSwtch>
<LUNcopyWai t | nt er val >5</ LUNcopyWi t | nt er val >
<Ti meout >432000</ Ti meout >
<St or agePool >xxxxxxxx</ St or agePool >

</ LUN>

<i SCSI >
<Def aul t Tar get | P>x. x. x. x</ Def aul t Tar get | P>
<Initiator Name="xxxxxxxx" Target|P="x.x.x.x"/>
<l nitiator Name="xxxxxxxx" Targetl|P="x.x.x.x"/>

</ i SCS| >
<Host OSType="Li nux" HostlP="x.Xx.X.X, X.X.X.Xx"/>
</ confi g>

3 Note

Note for fibre channel driver configuration

¢ In the configuration files of OceanStor T series V200R002 and OceanStor
V3 V300R002, parameter configurations are the same with the excep-
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tion of the RestURL parameter. The following describes how to config-
ure the RestURL parameter:

<Rest URL>ht t ps: // x. x. x. x: 8088/ devi ceManager/r est/ </ Rest URL>

* For a Fibre Channel driver, you do not need to configure an iSCSI target
IP address. Delete the iSCSI configuration from the preceding examples.

<i SCsI| >
<Def aul t Tar get | P>x. x. x. x</ Def aul t Tar get | P>
<Initiator Name="xxxxxxxx" TargetlP="x.x.x.x"/>
<Initiator Name="xxxxxxxx" Target|P="x.x.x.x"/>
</'i SCSI >

This table describes the Huawei storage driver configuration options:

Table 2.8. Huawei storage driver configuration options

Property Type Default Description

Pr oduct Mandatory - Type of a storage
product. Valid val-
uesare T, TV3, or

18000.
Pr ot ocol Mandatory - Type of a proto-
col. Valid values are
i SCSI or FC.
Rest URL Mandatory - Access address of the

Rest port (required
only for the 18000)

User Nane Mandatory - User name of an ad-
ministrator

User Passwor d Mandatory - Password of an ad-
ministrator

LUNType Optional Thin Type of a created
LUN. Valid values are
Thi ck or Thi n.

StripUnitSize Optional 64 Stripe depth of a cre-

ated LUN. The value
is expressed in KB.

This flag is not valid
for a thin LUN.

WiteType Optional 1 Cache write method.
The method can be
write back, write
through, or Required
write back. The de-
fault value is 1, indi-
cating write back.

MrrorSwtch Optional 1 Cache mirroring poli-
cy. The default value
is 1, indicating that
a mirroring policy is
used.

Prefetch Type Optional 3 Cache prefetch strat-
egy. The strategy can
be constant prefetch,
variable prefetch, or
intelligent prefetch.
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4.

Property Type

Default

Description

Default value is 3,
which indicates intel-
ligent prefetch and is
not required for the
OceanStor 18000 se-
ries.

Prefetch Value |Optional

Cache prefetch value.

LUNcopyWai t | n- Optional
terval

After LUN copy is en-
abled, the plug-in fre-
quently queries the
copy progress. You
can set a value to
specify the query in-
terval.

Ti meout Optional

432,000

Timeout period for
waiting LUN copy of
an array to complete.

St or agePool Mandatory

Name of a storage
pool that you want
to use.

Def aul t Tar get | P | Optional

Default IP address

of the iSCSI port pro-
vided for compute
nodes.

Initiator Name |Optional

Name of a compute
node initiator.

Initiator Tar- |Optional
getlP

IP address of the iSC-
Sl port provided for
compute nodes.

CSType Optional

Linux

The OS type for a
compute node.

Host | P Optional

The IPs for compute
nodes.

3 Note for the configuration

1. You can configure one iSCSI target port for each or all compute nodes.
The driver checks whether a target port IP address is configured for the

current compute node. If not, select Def aul t Tar get | P.

2. Only one storage pool can be configured.

3. For details about LUN configuration information, see the show lun gen-
eral command in the command-line interface (CLI) documentation or

run the help -c show lun general on the storage system CLI.

4. After the driver is loaded, the storage system obtains any modifica-
tion of the driver configuration file in real time and you do not need to

restart the ci nder - vol une service.

Restart the Cinder service.
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IBM GPFS volume driver

IBM General Parallel File System (GPFS) is a cluster file system that provides concurrent ac-
cess to file systems from multiple nodes. The storage provided by these nodes can be direct
attached, network attached, SAN attached, or a combination of these methods. GPFS pro-
vides many features beyond common data access, including data replication, policy based
storage management, and space efficient file snapshot and clone operations.

How the GPFS driver works

The GPFS driver enables the use of GPFS in a fashion similar to that of the NFS driver. With
the GPFS driver, instances do not actually access a storage device at the block level. Instead,
volume backing files are created in a GPFS file system and mapped to instances, which emu-
late a block device.

3 Note
GPFS software must be installed and running on nodes where Block Storage
and Compute services run in the OpenStack environment. A GPFS file system
must also be created and mounted on these nodes before starting the ci n-
der - vol une service. The details of these GPFS specific steps are covered in
GPFS: Concepts, Planning, and Installation Guide and GPFS: Administration and
Programming Reference.

Optionally, the Image Service can be configured to store images on a GPFS file system.
When a Block Storage volume is created from an image, if both image data and volume da-
ta reside in the same GPFS file system, the data from image file is moved efficiently to the
volume file using copy-on-write optimization strategy.

Enable the GPFS driver

To use the Block Storage service with the GPFS driver, first set the vol une_dri ver in
ci nder. conf:

vol une_driver = cinder.volune.drivers.ibm gpfs. GPFSDri ver

The following table contains the configuration options supported by the GPFS driver.

Table 2.9. Description of GPFS storage configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
gpfs_i mages_dir =None (StrOpt) Specifies the path of the Image service repository

in GPFS. Leave undefined if not storing images in GPFS.

gpfs_i mages_share_node = None (StrOpt) Specifies the type of image copy to be used. Set
this when the Image service repository also uses GPFS so
that image files can be transferred efficiently from the Im-
age service to the Block Storage service. There are two
valid values: "copy" specifies that a full copy of the image
is made; "copy_on_write" specifies that copy-on-write opti-
mization strategy is used and unmodified blocks of the im-
age file are shared efficiently.

gpfs_max_cl one_depth=0 (IntOpt) Specifies an upper limit on the number of indirec-
tions required to reach a specific block due to snapshots
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Configuration option = Default value

Description

or clones. A lengthy chain of copy-on-write snapshots or
clones can have a negative impact on performance, but
improves space utilization. 0 indicates unlimited clone
depth.

gpf s_mount _poi nt _base = None

(StrOpt) Specifies the path of the GPFS directory where
Block Storage volume and snapshot files are stored.

gpf s_sparse_vol unes =Tr ue

(BoolOpt) Specifies that volumes are created as sparse files
which initially consume no space. If set to False, the vol-
ume is created as a fully allocated file, in which case, cre-
ation may take a significantly longer time.

gpf s_storage_pool =system

(StrOpt) Specifies the storage pool that volumes are as-
signed to. By default, the system storage pool is used.

S Note

The gpf s_i mages_shar e_node flag is only valid if the Image Ser-

vice is configured to use GPFS with the gpf s_i mages_di r flag. When

the value of this flag is copy_on_wri t e, the paths specified by the

gpf s_nount _poi nt _base and gpf s_i mages_di r flags must both reside in
the same GPFS file system and in the same GPFS file set.

Volume creation options

It is possible to specify additional volume configuration options on a per-volume basis by
specifying volume metadata. The volume is created using the specified options. Changing
the metadata after the volume is created has no effect. The following table lists the volume
creation options supported by the GPFS volume driver.

Table 2.10. Volume Create Options for GPFS Volume Drive

Metadata Item Name

Description

fstype

Specifies whether to create a file system or a swap area

on the new volume. If f st ype=swap is specified, the mk-
swap command is used to create a swap area. Otherwise
the mkfs command is passed the specified file system type,
for example ext3, ext4 or ntfs.

f sl abel

Sets the file system label for the file system specified by
f st ype option. This value is only used if f st ype is speci-
fied.

dat a_pool _nane

Specifies the GPFS storage pool to which the volume is to
be assigned. Note: The GPFS storage pool must already
have been created.

replicas Specifies how many copies of the volume file to create.
Valid values are 1, 2, and, for GPFS V3.5.0.7 and later, 3.
This value cannot be greater than the value of the Max-
Dat aRepl i cas attribute of the file system.

dio Enables or disables the Direct I/O caching policy for the

volume file. Valid values are yes and no.

wite_affinity_depth

Specifies the allocation policy to be used for the volume
file. Note: This option only works if al | ow wri t e-
af fini ty is set for the GPFS data pool.

bl ock_group_factor

Specifies how many blocks are laid out sequentially in the
volume file to behave as a single large block. Note: This
option only works if al | ow-wri t e-af finity is set for
the GPFS data pool.
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Metadata Item Name Description

wite_affinity_failure_group Specifies the range of nodes (in GPFS shared nothing ar-

chitecture) where replicas of blocks in the volume file are
to be written. See GPFS: Administration and Programming
Reference for more details on this option.

Example: Volume creation options

This example shows the creation of a 50GB volume with an ext 4 file system labeled newf s
and direct 10 enabled:

$ cinder create --netadata fstype=ext4 fslabel =newfs di o=yes --display-nane
vol umre_1 50

Operational notes for GPFS driver

Snapshots and clones

Volume snapshots are implemented using the GPFS file clone feature. Whenever a new
snapshot is created, the snapshot file is efficiently created as a read-only clone parent of
the volume, and the volume file uses copy-on-write optimization strategy to minimize data
movement.

Similarly when a new volume is created from a snapshot or from an existing volume,
the same approach is taken. The same approach is also used when a new volume

is created from an Image Service image, if the source image is in raw format, and
gpfs_i nages_share_nodeissettocopy_on write.

IBM Storwize family and SVC volume driver

The volume management driver for Storwize family and SAN Volume Controller (SVC) pro-
vides OpenStack Compute instances with access to IBM Storwize family or SVC storage sys-
tems.

Configure the Storwize family and SVC system

Network configuration
The Storwize family or SVC system must be configured for iSCSI, Fibre Channel, or both.

If using iSCSI, each Storwize family or SVC node should have at least one iSCSI IP address.
The IBM Storwize/SVC driver uses an iSCSI IP address associated with the volume's pre-
ferred node (if available) to attach the volume to the instance, otherwise it uses the first
available iSCSI IP address of the system. The driver obtains the iSCSI IP address directly from
the storage system; you do not need to provide these iSCSI IP addresses directly to the driv-

er.

3 Note
If using iSCSI, ensure that the compute nodes have iSCSI network access to the
Storwize family or SVC system.
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S Note

OpenStack Nova's Grizzly version supports iSCSI multipath. Once this is config-
ured on the Nova host (outside the scope of this documentation), multipath is
enabled.

If using Fibre Channel (FC), each Storwize family or SVC node should have at least one WW-
PN port configured. If the st orwi ze_svc_mul ti pat h_enabl ed flag is set to True in the
Cinder configuration file, the driver uses all available WWPNs to attach the volume to the
instance (details about the configuration flags appear in the next section). If the flag is not
set, the driver uses the WWPN associated with the volume's preferred node (if available),
otherwise it uses the first available WWPN of the system. The driver obtains the WWPNs di-
rectly from the storage system; you do not need to provide these WWPNs directly to the
driver.

S Note

If using FC, ensure that the compute nodes have FC connectivity to the Storwize
family or SVC system.

iSCSI CHAP authentication

If using iSCSI for data access and the st orwi ze_svc_i scsi _chap_enabl ed is set to
Tr ue, the driver will associate randomly-generated CHAP secrets with all hosts on the Stor-
wize family system. OpenStack compute nodes use these secrets when creating iSCSI con-

nections.

S Note

CHAP secrets are added to existing hosts as well as newly-created ones. If the
CHAP option is enabled, hosts will not be able to access the storage without the
generated secrets.

3 Note

Not all OpenStack Compute drivers support CHAP authentication. Please check
compatibility before using.

N Note

CHAP secrets are passed from OpenStack Block Storage to Compute in clear
text. This communication should be secured to ensure that CHAP secrets are

not discovered.

Configure storage pools

Each instance of the IBM Storwize/SVC driver allocates all volumes in a single pool.

The pool should be created in advance and be provided to the driver using the

storwi ze_svc_vol pool _nane configuration flag. Details about the configuration flags
and how to provide the flags to the driver appear in the next section.
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Configure user authentication for the driver

The driver requires access to the Storwize family or SVC system management interface. The
driver communicates with the management using SSH. The driver should be provided with
the Storwize family or SVC management IP using the san_i p flag, and the management
port should be provided by the san_ssh_port flag. By default, the port value is config-
ured to be port 22 (SSH).

3 Note
Make sure the compute node running the ci nder - vol urme management driv-
er has SSH network access to the storage system.

To allow the driver to communicate with the Storwize family or SVC system, you must pro-
vide the driver with a user on the storage system. The driver has two authentication meth-
ods: password-based authentication and SSH key pair authentication. The user should have
an Administrator role. It is suggested to create a new user for the management driver.
Please consult with your storage and security administrator regarding the preferred au-
thentication method and how passwords or SSH keys should be stored in a secure manner.

S Note
When creating a new user on the Storwize or SVC system, make sure the user
belongs to the Administrator group or to another group that has an Adminis-
trator role.

If using password authentication, assign a password to the user on the Storwize or SVC
system. The driver configuration flags for the user and password are san_I ogi n and
san_passwor d, respectively.

If you are using the SSH key pair authentication, create SSH private and public keys using
the instructions below or by any other method. Associate the public key with the user by
uploading the public key: select the "choose file" option in the Storwize family or SVC man-
agement GUI under "SSH public key". Alternatively, you may associate the SSH public key us-
ing the command line interface; details can be found in the Storwize and SVC documenta-
tion. The private key should be provided to the driver using the san_pri vat e_key con-
figuration flag.

Create a SSH key pair with OpenSSH
You can create an SSH key pair using OpenSSH, by running:
$ ssh-keygen -t rsa

The command prompts for a file to save the key pair. For example, if you select 'key' as the
filename, two files are created: key and key. pub. The key file holds the private SSH key
and key. pub holds the public SSH key.

The command also prompts for a pass phrase, which should be empty.

The private key file should be provided to the driver using the san_pri vat e_key config-
uration flag. The public key should be uploaded to the Storwize family or SVC system using
the storage management GUI or command line interface.
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3 Note
Ensure that Cinder has read permissions on the private key file.

Configure the Storwize family and SVC driver

Enable the Storwize family and SVC driver

Set the volume driver to the Storwize family and SVC driver by setting the
vol urmre_dri ver optionin ci nder. conf as follows:

vol une_driver = cinder.volune.drivers.ibm storw ze_svc. Storw zeSVCDri ver
Storwize family and SVC driver options in cinder.conf

The following options specify default values for all volumes. Some can be over-ridden using
volume types, which are described below.

Table 2.11. List of configuration flags for Storwize storage and SVC driver

Flag name Type Default Description

san_ip Required Management IP or host name

san_ssh_port Optional |22 Management port

san_l ogin Required Management login username

san_passwor d Required 2 Management login password

san_private_key Required ? Management login SSH private key

storw ze_svc_vol pool _nane Required Default pool name for volumes

storw ze_svc_vol _rsize Optional |2 Initial physical allocation (percentage) b

storw ze_svc_vol _war ni ng Optional |0 (disabled) |Space allocation warning threshold (per-
centage) b

storw ze_svc_vol _aut oexpand Optional |True Enable or disable volume auto expand ©

storw ze_svc_vol _grainsi ze Optional |256 Volume grain size ®in KB

storw ze_svc_vol _conpressi on Optional |False Enable or disable Real-time Compression d

storw ze_svc_vol _easytier Optional |True Enable or disable Easy Tier

storw ze_svc_vol _iogrp Optional |0 The 1/0 group in which to allocate vdisks

storw ze_svc_fl ashcopy_ti meout Optional |120 FlashCopy timeout threshold f (seconds)

storw ze_svc_connecti on_pr ot ocol Optional |[iSCSI Connection protocol to use (currently sup-
ports 'iISCSI' or 'FC')

storw ze_svc_i scsi _chap_enabl ed Optional |True Configure CHAP authentication for iSCSI
connections

storw ze_svc_nul ti pat h_enabl ed Optional |False Enable multipath for FC connections ¢

storw ze_svc_nul ti host _enabl ed Optional |True Enable mapping vdisks to multiple hosts h

8The authentication requires either a password (san_passwor d) or SSH private key (san_pr i vat e_key). One must be spec-
ified. If both are specified, the driver uses only the SSH private key.

®The driver creates thin-provisioned volumes by default. Thest orwi ze_svc_vol _r si ze flag definestheinitial physical al-
location percentage for thin-provisioned volumes, or if set to - 1, the driver creates full allocated volumes. More details about the
available options are available in the Storwize family and SV C documentation.

’Defines whether thin-provisioned volumes can be auto expanded by the storage system, avalue of Tr ue means that auto expan-
sion isenabled, avalue of Fal se disables auto expansion. Details about this option can be found in the —aut oexpand flag of
the Storwize family and SVC command line interface mkvdi sk command.

9Defines whether Real-time Compression is used for the volumes created with OpenStack. Details on Real-time Compression can
be found in the Storwize family and SV C documentation. The Storwize or SV C system must have compression enabled for this
feature to work.
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Defines whether Easy Tier is used for the volumes created with OpenStack. Details on EasyTier can be found in the Storwize
family and SV C documentation. The Storwize or SV C system must have Easy Tier enabled for this feature to work.

"The driver wait timeout threshold when creati ng an OpenStack snapshot. Thisis actually the maximum amount of time that the
driver waits for the Storwize family or SV C system to prepare a new FlashCopy mapping. The driver accepts a maximum wait
time of 600 seconds (10 minutes).

9Multipath for iSCSI connections requires no storage-side configuration and is enabled if the compute host has multipath config-
ured.

Mhis option allows the driver to map a vdisk to more than one host at atime. This scenario occurs during migration of a virtual
machine with an attached volume; the volume is simultaneously mapped to both the source and destination compute hosts. If your
deployment does not require attaching vdisks to multiple hosts, setting this flag to False will provide added safety.

Table 2.12. Description of IBM Storwise driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

storw ze_svc_al | ow_t enant _qos =Fal se (BoolOpt) Allow tenants to specify QOS on create

storw ze_svc_connecti on_protocol =i SCSI (StrOpt) Connection protocol (iSCSI/FC)

storw ze_svc_flashcopy_timeout =120 (IntOpt) Maximum number of seconds to wait for Flash-
Copy to be prepared. Maximum value is 600 seconds (10
minutes)

storw ze_svc_i scsi _chap_enabl ed =True (BoolOpt) Configure CHAP authentication for iSCSI con-
nections (Default: Enabled)

storw ze_svc_mul ti host map_enabl ed = True (BoolOpt) Allows vdisk to multi host mapping

storw ze_svc_mul ti pat h_enabl ed = Fal se (BoolOpt) Connect with multipath (FC only; iSCSI multi-

path is controlled by Nova)

storw ze_svc_npiv_conpatibility_node =Fal se |(BoolOpt) Indicate whether svc driver is compatible
for NPIV setup. If it is compatible, it will allow no ww-
pns being returned on get_conn_fc_wwpns during
initialize_connection

storw ze_svc_stretched_cl uster_partner = (StrOpt) If operating in stretched cluster mode, spec-

None ify the name of the pool in which mirrored copies are
stored.Example: "pool2"

storw ze_svc_vol _aut oexpand =True (BoolOpt) Storage system autoexpand parameter for vol-
umes (True/False)

storw ze_svc_vol _conpressi on =Fal se (BoolOpt) Storage system compression option for volumes

storw ze_svc_vol _easytier =True (BoolOpt) Enable Easy Tier for volumes

storw ze_svc_vol _grainsize =256 (IntOpt) Storage system grain size parameter for volumes
(32/64/128/256)

storw ze_svc_vol __iogrp=0 (IntOpt) The I/O group in which to allocate volumes

storw ze_svc_vol _rsize=2 (IntOpt) Storage system space-efficiency parameter for

volumes (percentage)

storw ze_svc_vol _warning=0 (IntOpt) Storage system threshold for volume capacity
warnings (percentage)

storw ze_svc_vol pool _nane =vol pool (StrOpt) Storage system storage pool for volumes

Placement with volume types

The IBM Storwize/SVC driver exposes capabilities that can be added to the extra specs
of volume types, and used by the filter scheduler to determine placement of new volumes.
Make sure to prefix these keys with capabi | i ti es: to indicate that the scheduler should
use them. The following extra specs are supported:

* capabilities:volume_back-end_name - Specify a specific back-end where the volume
should be created. The back-end name is a concatenation of the name of the IBM Stor-
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wize/SVC storage system as shown in | ssyst em an underscore, and the name of the
pool (mdisk group). For example:

capabi l i ties: vol une_back-end_name=nmyV7000_openst ackpool

* capabilities:compression_support - Specify a back-end according to compression support.

A value of Tr ue should be used to request a back-end that supports compression, and a
value of Fal se will request a back-end that does not support compression. If you do not
have constraints on compression support, do not set this key. Note that specifying Tr ue
does not enable compression; it only requests that the volume be placed on a back-end
that supports compression. Example syntax:

capabi lities: conpressi on_support="'<i s> True'

* capabilities:easytier_support - Similar semantics as the conpr essi on_support key, but
for specifying according to support of the Easy Tier feature. Example syntax:

capabi lities:easytier_support='<is> True'

capabilities:storage_protocol - Specifies the connection protocol used to attach volumes
of this type to instances. Legal values are i SCSI and FC. This ext ra specs value is
used for both placement and setting the protocol used for this volume. In the example
syntax, note <in> is used as opposed to <is> used in the previous examples.

capabi lities: storage_protocol = <i n> FC

Configure per-volume creation options

Volume types can also be used to pass options to the IBM Storwize/SVC driver, which over-
ride the default values set in the configuration file. Contrary to the previous examples
where the "capabilities" scope was used to pass parameters to the Cinder scheduler, options
can be passed to the IBM Storwize/SVC driver with the "drivers" scope.

The following ext ra specs keys are supported by the IBM Storwize/SVC driver:

* rsize

* warning

* autoexpand
e grainsize

e compression
* easytier

* multipath

* iogrp

These keys have the same semantics as their counterparts in the configuration file. They are
set similarly; for example, r si ze=2 or conpr essi on=Fal se.

Example: Volume types

In the following example, we create a volume type to specify a controller that supports iSC-
Sl and compression, to use iSCSI when attaching the volume, and to enable compression:
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$ cinder type-create conpressed
$ cinder type-key conpressed set capabilities:storage_protocol = <in> iSCSl'
capabi lities: conpression_support='<is> True' drivers:conpressi on=True

We can then create a 50GB volume using this type:

$ cinder create --display-nane "conpressed vol unme" --vol ume-type conpressed 50
Volume types can be used, for example, to provide users with different

» performance levels (such as, allocating entirely on an HDD tier, using Easy Tier for an
HDD-SDD mix, or allocating entirely on an SSD tier)

* resiliency levels (such as, allocating volumes in pools with different RAID levels)
* features (such as, enabling/disabling Real-time Compression)
QOS

The Storwize driver provides QOS support for storage volumes by controlling the I/0
amount. QOS is enabled by editing the et ¢/ ci nder/ ci nder . conf file and setting the
storwi ze_svc_al | ow_t enant _qos to Tr ue.

There are three ways to set the Storwize | OThr ot t i ng parameter for storage volumes:

* Add the qos: | OThrot tli ng key into a QOS specification and associate it with a vol-
ume type.

* Add the qos: | OThrott|i ng key into an extra specification with a volume type.

* Add the qos: | OThrottli ng key to the storage volume metadata.

S Note
If you are changing a volume type with QOS to a new volume type without
QOS, the QOS configuration settings will be removed.

Operational notes for the Storwize family and SVC driver

Migrate volumes

In the context of OpenStack Block Storage's volume migration feature, the IBM Stor-
wize/SVC driver enables the storage's virtualization technology. When migrating a volume
from one pool to another, the volume will appear in the destination pool almost immedi-
ately, while the storage moves the data in the background.

3 Note
To enable this feature, both pools involved in a given volume migration must
have the same values for ext ent _si ze. If the pools have different values for
ext ent _si ze, the data will still be moved directly between the pools (not
host-side copy), but the operation will be synchronous.

Extend volumes

The IBM Storwize/SVC driver allows for extending a volume's size, but only for volumes
without snapshots.
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Snapshots and clones

Snapshots are implemented using FlashCopy with no background copy (space-efficient).
Volume clones (volumes created from existing volumes) are implemented with FlashCopy,
but with background copy enabled. This means that volume clones are independent, full
copies. While this background copy is taking place, attempting to delete or extend the
source volume will result in that operation waiting for the copy to complete.

Volume retype

The IBM Storwize/SVC driver enables you to modify volume types. When you modify vol-
ume types, you can also change these extra specs properties:

* rsize

* warning

» autoexpand
* grainsize

* compression
* easytier

* iogrp

3 Note
When you change the r si ze, gr ai nsi ze or conpr essi on properties, vol-
ume copies are asynchronously synchronized on the array.

3 Note
To change the i ogr p property, IBM Storwize/SVC firmware version 6.4.0 or lat-
er is required.

IBM X1V and DS8000 volume driver

The IBM Storage Driver for OpenStack is a Block Storage driver that supports IBM XIV and
IBM DS8000 storage systems over Fiber channel and iSCSI.

Set the following in your ci nder . conf, and use the following options to configure it.

vol une_driver = cinder.vol une.drivers. xi v_ds8k. Xl VDS8KDr i ver

Table 2.13. Description of IBM XIV and DS8000 volume driver configuration

options

Configuration option = Default value ‘ Description

[DEFAULT]

san_cl ust ernane = (StrOpt) Cluster name to use for creating volumes
san_ip= (StrOpt) IP address of SAN controller
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Configuration option = Default value Description

san_|l ogi n=adnin (StrOpt) Username for SAN controller

san_password = (StrOpt) Password for SAN controller

xi v_chap =di sabl ed (StrOpt) CHAP authentication mode, effective only for iscsi

(disabled | enabled)

Xi v_ds8k_connection_type =i scsi (StrOpt) Connection type to the IBM Storage Array

Xi v_ds8Kk_proxy = (StrOpt) Proxy driver that connects to the IBM Storage Ar-

xi v_ds8k_openst ack. nova_pr oxy. XI VDS8KNovaPr ovay

S Note
To use the IBM Storage Driver for OpenStack you must down-
load and install the package available at: http://www.ibm.com/
support/fixcentral/swg/selectFixes?parent=Enterprise%2BStor-
age%2BServers&product=ibm/Storage_Disk/XIV+Storage+System+%282810,
+2812%29&release=All&platform=All&function=all

For full documentation refer to IBM's online documentation available at http://
pic.dhe.ibm.com/infocenter/strhosts/ic/topic/com.ibm.help.strghosts.doc/no-
va-homepage.html.

IBM FlashSystem volume driver

The volume driver for FlashSystem provides OpenStack Block Storage hosts with access to
IBM FlashSystem:s.

Configure FlashSystem

Data Path configuration
The FlashSystem should be configured for Fiber Channel (FC).

Using Fiber Channel (FC), each FlashSystem node should have at least one WWPN port con-
figured. If the f | ashsyst em mul ti pat h_enabl ed flag is set to Tr ue in the Cinder con-
figuration file, the driver uses all available WWPNs to attach the volume to the instance (de-
tails about the configuration flags appear in section "Enable IBM FlashSystem FC driver"). If
the flag is not set, the driver uses the WWPN associated with the volume's preferred node
(if available), otherwise it uses the first available WWPN of the system. The driver obtains
the WWPNs directly from the storage system. You do not need to provide these WWPNs to
the driver.

I Note
Using FC, ensure that the block storage hosts have FC connectivity to the Flash-
System.

Configure storage array

The volume driver requires a pre-defined array. Users need to create an array on FlashSys-
tem before using the volume driver. An existing array also can be used and existing data
will not be destroyed.
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3 Note
FlashSystem can only create one array, so no configuration option is needed for
the IBM FlashSystem driver to assign it.

Configure user authentication for the driver

The driver requires access to the FlashSystem management interface. The driver communi-
cates with the management using SSH. The driver should be provided with the FlashSystem
management IP using the san_i p flag, and the management port should be provided by
the san_ssh_port flag. By default, the port value is configured to be port 22 (SSH).

3 Note
Make sure the compute node running the ci nder - vol une driver has SSH net-
work access to the storage system.

Using password authentication, assign a password to the user on the FlashSystem. See the
driver configuration flags for the user and password in section "Enable IBM FlashSystem FC
driver".

IBM FlashSystem FC driver

Enable IBM FlashSystem FC driver

Set the volume driver to the FlashSystem driver by setting the vol unme_dri ver optionin
configuration file ci nder . conf as follows:

vol une_driver = cinder.volune.drivers.ibmflashsystem Fl ashSystenDri ver

To enable IBM FlashSystem FC driver, configure the following options in configuration file
ci nder . conf:

Table 2.14. List of configuration flags for IBM FlashSystem FC driver

Flag name Type Default Description

san_ip Required Management IP or host name
san_ssh_port Optional |22 Management port

san_l ogin Required Management login user name
san_passwor d Required Management login password

fl ashsyst em connecti on_pr ot ocol Optional |FC Connection protocol should be FC

fl ashsystem nul ti pat h_enabl ed Optional |False Enable multipath for FC connections
flashsystem nul ti host _enabl ed Optional |True Enable mapping vdisks to multiple hosts 2

#This option allows the driver to map a vdisk to more than one host at atime. This scenario occurs during migration of avirtual
machine with an attached volume; the volume is simultaneously mapped to both the source and destination compute hosts. If your
deployment does not require attaching vdisks to multiple hosts, setting this flag to Fal se will provide added safety.

Limitation and known issues

* IBM FlashSystem cinder driver only supports Fibre Channel (FC) now.

Supported operations

These operations are supported:
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LVM

* Create, delete, attach, and detach volumes.
* Create, list, and delete volume snapshots.

* Create a volume from a snapshot.

» Copy an image to a volume.

» Copy a volume to an image.

* Clone a volume.

* Extend a volume.

¢ Get volume statistics.

The default volume back-end uses local volumes managed by LVM.

This driver supports different transport protocols to attach volumes, currently iSCSI and iS-
ER.

Set the following in your ci nder . conf configuration file, and use the following options
to configure for iSCSI transport:

vol ume_driver = cinder.volune.drivers.|vm LVWol uneDri ver
i scsi_protocol = iscsi

Use the following options to configure for the iSER transport:

vol une_driver = cinder.volune.drivers.|vm LVMol uneDri ver
i scsi_protocol = iser

Table 2.15. Description of LVM configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
Ivm conf _file=/etc/cinder/lvm conf (StrOpt) LVM conf file to use for the LVM driver in Cinder;

this setting is ignored if the specified file does not exist
(You can also specify 'None' to not use a conf file even if

one exists).

Ilvmmrrors=0 (IntOpt) If >0, create LVs with multiple mirrors. Note that
this requires lvm_mirrors + 2 PVs with available space

I vm t ype =def aul t (StrOpt) Type of LVM volumes to deploy

vol urme_gr oup =ci nder - vol unes (StrOpt) Name for the VG that will contain exported vol-
umes

NetApp unified driver

The NetApp unified driver is a block storage driver that supports multiple storage families
and protocols. A storage family corresponds to storage systems built on different NetApp
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technologies such as clustered Data ONTAP, Data ONTAP operating in 7-Mode, and E-Se-
ries. The storage protocol refers to the protocol used to initiate data storage and access
operations on those storage systems like iSCSI and NFS. The NetApp unified driver can be
configured to provision and manage OpenStack volumes on a given storage family using a
specified storage protocol. The OpenStack volumes can then be used for accessing and stor-
ing data using the storage protocol on the storage family system. The NetApp unified driv-
er is an extensible interface that can support new storage families and protocols.

3 Note
With the Juno release of OpenStack, OpenStack Block Storage has introduced
the concept of "storage pools", in which a single OpenStack Block Storage back
end may present one or more logical storage resource pools from which Open-
Stack Block Storage wiill select as a storage location when provisioning volumes.

In releases prior to Juno, the NetApp unified driver contained some "schedul-
ing" logic that determined which NetApp storage container (namely, a FlexVol
volume for Data ONTAP, or a dynamic disk pool for E-Series) that a new Open-
Stack Block Storage volume would be placed into.

With the introduction of pools, all scheduling logic is performed completely
within the OpenStack Block Storage scheduler, as each NetApp storage con-
tainer is directly exposed to the OpenStack Block Storage scheduler as a storage
pool; whereas previously, the NetApp unified driver presented an aggregated
view to the scheduler and made a final placement decision as to which NetApp
storage container the OpenStack Block Storage volume would be provisioned
into.

NetApp clustered Data ONTAP storage family

The NetApp clustered Data ONTAP storage family represents a configuration group which
provides OpenStack compute instances access to clustered Data ONTAP storage systems. At
present it can be configured in OpenStack Block Storage to work with iSCSI and NFS stor-
age protocols.

NetApp iSCSI configuration for clustered Data ONTAP

The NetApp iSCSI configuration for clustered Data ONTAP is an interface from OpenStack
to clustered Data ONTAP storage systems for provisioning and managing the SAN block
storage entity; that is, a NetApp LUN which can be accessed using the iSCSI protocol.

The iSCSI configuration for clustered Data ONTAP is a direct interface from OpenStack
Block Storage to the clustered Data ONTAP instance and as such does not require addition-
al management software to achieve the desired functionality. It uses NetApp APIs to inter-
act with the clustered Data ONTAP instance.

Configuration options for clustered Data ONTAP family with iSCSI protocol

Configure the volume driver, storage family and storage protocol to the NetApp unified
driver, clustered Data ONTAP, and iSCSI respectively by setting the vol une_dri ver,
net app_storage_fami |y and net app_st or age_pr ot ocol optionsin

ci nder . conf as follows:
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vol une_driver = cinder.volune.drivers. netapp. comon. Net AppDri ver
net app_storage_fanmily = ontap_cl uster

net app_st orage_prot ocol = iscsi

net app_vserver = openstack-vserver

net app_server _host nane = nyhost nane

net app_server_port = port

net app_| ogi n = user nane

net app_password = password

3 Note

To use the iSCSI protocol, you must override the default value of
net app_st orage_protocol withi scsi .

Table 2.16. Description of NetApp ¢cDOT iSCSI driver configuration options

Configuration option = Default value ‘ Description

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

[DEFAULT]

net app_| ogi n = None

(StrOpt) Administrative user account name used to access
the storage system or proxy server.

net app_part ner _backend_nane = None

(StrOpt) The name of the config.conf stanza for a Data
ONTAP (7-mode) HA partner. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode, and it is re-
quired if the storage protocol selected is FC.

net app_passwor d = None

(StrOpt) Password for the administrative user account
specified in the netapp_login option.

net app_ser ver _host nane = None

(StrOpt) The hostname (or IP address) for the storage sys-
tem or proxy server.

net app_server _port =None

(IntOpt) The TCP port to use for communication with the
storage system or proxy server. If not specified, Data ON-
TAP drivers will use 80 for HTTP and 443 for HTTPS; E-Se-
ries will use 8080 for HTTP and 8443 for HTTPS.

netapp_size_nmultiplier =1.2

(FloatOpt) The quantity to be multiplied by the requested
volume size to ensure enough space is available on the vir-
tual storage server (Vserver) to fulfill the volume creation
request.

net app_storage_fam |y =ontap_cl uster

(StrOpt) The storage family type used on the storage sys-
tem; valid values are ontap_7mode for using Data ONTAP
operating in 7-Mode, ontap_cluster for using clustered Da-
ta ONTAP, or eseries for using E-Series.

net app_st or age_pr ot ocol =None

(StrOpt) The storage protocol to be used on the data path
with the storage system.

net app_transport_type=http

(StrOpt) The transport protocol used when communicat-
ing with the storage system or proxy server.

net app_vserver =None

(StrOpt) This option specifies the virtual storage server
(Vserver) name on the storage cluster on which provision-
ing of block storage volumes should occur.

3 Note

If you specify an account in the net app_| ogi n that only has virtual storage
server (Vserver) administration privileges (rather than cluster-wide administra-
tion privileges), some advanced features of the NetApp unified driver will not
work and you may see warnings in the OpenStack Block Storage logs.
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@ Tip
For more information on these options and other deployment and operational
scenarios, visit the NetApp OpenStack Deployment and Operations Guide.

NetApp NFS configuration for clustered Data ONTAP

The NetApp NFS configuration for clustered Data ONTAP is an interface from OpenStack to
a clustered Data ONTAP system for provisioning and managing OpenStack volumes on NFS
exports provided by the clustered Data ONTAP system that are accessed using the NFS pro-
tocol.

The NFS configuration for clustered Data ONTAP is a direct interface from OpenStack Block
Storage to the clustered Data ONTAP instance and as such does not require any additional

management software to achieve the desired functionality. It uses NetApp APIs to interact

with the clustered Data ONTAP instance.

Configuration options for the clustered Data ONTAP family with NFS protocol

Configure the volume driver, storage family, and storage protocol to NetApp unified
driver, clustered Data ONTAP, and NFS respectively by setting the vol une_dri ver,
net app_storage_fam |y and net app_st or age_pr ot ocol optionsin

ci nder . conf as follows:

vol une_driver = cinder.vol une.drivers. netapp. conmon. Net AppDri ver
net app_storage fanmily = ontap_cl uster

net app_st orage_prot ocol = nfs

net app_vserver = openstack-vserver

net app_server _host nane = myhost nane

net app_server_port = port

net app_| ogi n = user nane

net app_password = password

nfs_shares_config = /etc/cinder/nfs_shares

Table 2.17. Description of NetApp ¢cDOT NFS driver configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
expiry_thres_m nutes =720 (IntOpt) This option specifies the threshold for last access

time for images in the NFS image cache. When a cache
cleaning cycle begins, images in the cache that have not
been accessed in the last M minutes, where M is the value
of this parameter, will be deleted from the cache to create
free space on the NFS share.

net app_copyof f | oad_t ool _pat h =None (StrOpt) This option specifies the path of the NetApp copy
offload tool binary. Ensure that the binary has execute
permissions set which allow the effective user of the cin-
der-volume process to execute the file.

net app_| ogi n =None (StrOpt) Administrative user account name used to access
the storage system or proxy server.

net app_part ner _backend_nane = None (StrOpt) The name of the config.conf stanza for a Data
ONTAP (7-mode) HA partner. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode, and it is re-
quired if the storage protocol selected is FC.

net app_passwor d = None (StrOpt) Password for the administrative user account
specified in the netapp_login option.
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Configuration option = Default value

Description

net app_ser ver _host nane = None

(StrOpt) The hostname (or IP address) for the storage sys-
tem or proxy server.

net app_server _port =None

(IntOpt) The TCP port to use for communication with the
storage system or proxy server. If not specified, Data ON-
TAP drivers will use 80 for HTTP and 443 for HTTPS; E-Se-
ries will use 8080 for HTTP and 8443 for HTTPS.

net app_storage_famly=ontap_cluster

(StrOpt) The storage family type used on the storage sys-
tem; valid values are ontap_7mode for using Data ONTAP
operating in 7-Mode, ontap_cluster for using clustered Da-
ta ONTAP, or eseries for using E-Series.

net app_st or age_pr ot ocol =None

(StrOpt) The storage protocol to be used on the data path
with the storage system.

net app_transport_type=http

(StrOpt) The transport protocol used when communicat-
ing with the storage system or proxy server.

net app_vserver =None

(StrOpt) This option specifies the virtual storage server
(Vserver) name on the storage cluster on which provision-
ing of block storage volumes should occur.

thres_avl _size_perc_start =20

(IntOpt) If the percentage of available space for an NFS
share has dropped below the value specified by this op-
tion, the NFS image cache will be cleaned.

thres_avl _size_perc_stop=60

(IntOpt) When the percentage of available space on an
NFS share has reached the percentage specified by this op-
tion, the driver will stop clearing files from the NFS image
cache that have not been accessed in the last M minutes,
where M is the value of the expiry_thres_minutes configu-
ration option.

S Note
Additional NetApp NFS configuration options are shared with the generic NFS

driver. These options can be found here: Table 2.23, “Description of NFS stor-

age configuration options” [94].

3 Note
If you specify an account in the net app_| ogi n that only has virtual storage

server (Vserver) administration privileges (rather than cluster-wide administra-
tion privileges), some advanced features of the NetApp unified driver will not
work and you may see warnings in the OpenStack Block Storage logs.

NetApp NFS Copy Offload client

A feature was added in the Icehouse release of the NetApp unified driver that enables Im-
age Service images to be efficiently copied to a destination Block Storage volume. When
the Block Storage and Image Service are configured to use the NetApp NFS Copy Offload
client, a controller-side copy will be attempted before reverting to downloading the image
from the Image Service. This improves image provisioning times while reducing the con-
sumption of bandwidth and CPU cycles on the host(s) running the Image and Block Storage
services. This is due to the copy operation being performed completely within the storage

cluster.

The NetApp NFS Copy Offload client can be used in either of the following scenarios:

* The Image Service is configured to store images in an NFS share that is exported from a
NetApp FlexVol volume and the destination for the new Block Storage volume will be on
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an NFS share exported from a different FlexVol volume than the one used by the Image
Service. Both FlexVols must be located within the same cluster.

* The source image from the Image Service has already been cached in an NFS image cache
within a Block Storage backend. The cached image resides on a different FlexVol volume
than the destination for the new Block Storage volume. Both FlexVols must be located
within the same cluster.

To use this feature, you must configure the Image Service, as follows:

» Set the def aul t _st or e configuration optiontofi | e.

» Setthefil esyst em st ore_dat adi r configuration option to the path to the Image
Service NFS export.

» Setthe show i mage_di rect _url configuration option to Tr ue.

» Set the show_rnul ti pl e_I| ocati ons configuration option to Tr ue.

* Setthefil esystem store_netadata_fil e configuration option to a metadata
file. The metadata file should contain a JSON object that contains the correct information
about the NFS export used by the Image Service, similar to:

{

"share_|location": "nfs://192.168.0. 1/ nyd anceExport",
"mount _point": "/var/lib/glance/inages",
"type": "nfs"

}

To use this feature, you must configure the Block Storage service, as follows:

* Set the net app_copyof f | oad_t ool _pat h configuration option to the path to the
NetApp Copy Offload binary.

» Setthe gl ance_api _ver si on configuration option to 2.

A

O

Important

This feature requires that:
* The storage system must have Data ONTAP v8.2 or greater installed.

* The vStorage feature must be enabled on each storage virtual machine (SVM,
also known as a Vserver) that is permitted to interact with the copy offload
client.

» To configure the copy offload workflow, enable NFS v4.0 or greater and ex-
port it from the SVM.

Tip
To download the NetApp copy offload binary to be utilized in conjunction with

the net app_copyof fl oad_t ool _pat h configuration option, please visit the
Utility Toolchest page at the NetApp Support portal (login is required).

85


http://mysupport.netapp.com/NOW/download/tools/ntap_openstack_nfs/

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty

ence

@ Tip
For more information on these options and other deployment and operational
scenarios, visit the NetApp OpenStack Deployment and Operations Guide.

NetApp-supported extra specs for clustered Data ONTAP

Extra specs enable vendors to specify extra filter criteria that the Block Storage scheduler
uses when it determines which volume node should fulfill a volume provisioning request.
When you use the NetApp unified driver with a clustered Data ONTAP storage system, you
can leverage extra specs with OpenStack Block Storage volume types to ensure that Open-
Stack Block Storage volumes are created on storage back ends that have certain properties.
For example, when you configure QoS, mirroring, or compression for a storage back end.

Extra specs are associated with OpenStack Block Storage volume types, so that when users
request volumes of a particular volume type, the volumes are created on storage back ends
that meet the list of requirements. For example, the back ends have the available space or
extra specs. You can use the specs in the following table when you define OpenStack Block
Storage volume types by using the cinder type-key command.

Table 2.18. Description of extra specs options for NetApp Unified Driver with
Clustered Data ONTAP

Extra spec Type Description

net app_rai d_type String Limit the candidate volume list based on one of the following
raid types: rai d4, raid_dp.

net app_di sk_t ype String Limit the candidate volume list based on one of the following
disk types: ATA, BSAS, EATA, FCAL, FSAS, LUN, MNSA-
TA, SAS, SATA, SCSI, XATA, XSAS, or SSD.

net app: qos_pol i cy_group?® |String Specify the name of a QoS policy group, which defines mea-
surable Service Level Objectives, that should be applied to the
OpenStack Block Storage volume at the time of volume creation.
Ensure that the QoS policy group object within Data ONTAP
should be defined before an OpenStack Block Storage volume is
created, and that the QoS policy group is not associated with the
destination FlexVol volume.

net app_mirrored Boolean Limit the candidate volume list to only the ones that are mir-
rored on the storage controller.

net app_unmi rror ed® Boolean Limit the candidate volume list to only the ones that are not mir-
rored on the storage controller.

net app_dedup Boolean Limit the candidate volume list to only the ones that have dedu-
plication enabled on the storage controller.

net app_nodedupb Boolean Limit the candidate volume list to only the ones that have dedu-
plication disabled on the storage controller.

net app_conpr essi on Boolean Limit the candidate volume list to only the ones that have com-
pression enabled on the storage controller.

net app_noconpr essi on® Boolean Limit the candidate volume list to only the ones that have com-
pression disabled on the storage controller.

net app_t hi n_provi si oned Boolean Limit the candidate volume list to only the ones that support
thin provisioning on the storage controller.

net app_t hi ck_provi si oned® |Boolean Limit the candidate volume list to only the ones that support
thick provisioning on the storage controller.

3Pl ease note that this extra spec hasacolon (: ) in its name because it is used by the driver to assign the QoS policy group to the
OpenStack Block Storage volume after it has been provisioned.
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BIn the Juno release, these negative-assertion extra specs are formally deprecated by the NetApp unified driver. Instead of using
the deprecated negative-assertion extra specs (for example, net app_unmi rr or ed) with avalue of t r ue, use the correspond-
ing positive-assertion extra spec (for example, net app_mi rr or ed) withavaueof f al se.

NetApp Data ONTAP operating in 7-Mode storage family

The NetApp Data ONTAP operating in 7-Mode storage family represents a configuration
group which provides OpenStack compute instances access to 7-Mode storage systems. At
present it can be configured in OpenStack Block Storage to work with iSCSI and NFS stor-
age protocols.

NetApp iSCSI configuration for Data ONTAP operating in 7-Mode

The NetApp iSCSI configuration for Data ONTAP operating in 7-Mode is an interface from
OpenStack to Data ONTAP operating in 7-Mode storage systems for provisioning and man-
aging the SAN block storage entity, that is, a LUN which can be accessed using iSCSI proto-
col.

The iSCSI configuration for Data ONTAP operating in 7-Mode is a direct interface from
OpenStack to Data ONTAP operating in 7-Mode storage system and it does not require ad-
ditional management software to achieve the desired functionality. It uses NetApp ONTAPI
to interact with the Data ONTAP operating in 7-Mode storage system.

Configuration options for the Data ONTAP operating in 7-Mode storage family with iSCSI protocol

Configure the volume driver, storage family and storage protocol to the NetApp uni-
fied driver, Data ONTAP operating in 7-Mode, and iSCSI respectively by setting the

vol ure_dri ver, net app_storage_fam |y and net app_st or age_pr ot ocol op-
tions in ci nder . conf as follows:

vol une_driver = cinder.vol une.drivers. netapp. conmon. Net AppDri ver
net app_storage fanmly = ontap_7node

net app_st orage_prot ocol = iscsi

net app_server _host nane = nyhost nane

net app_server_port = 80

net app_| ogi n = user nane

net app_password = password

3 Note
To use the iSCSI protocol, you must override the default value of
net app_st orage_protocol withi scsi .

Table 2.19. Description of NetApp 7-Mode iSCSI driver configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
net app_| ogi n =None (StrOpt) Administrative user account name used to access

the storage system or proxy server.

net app_part ner _backend_nane = None (StrOpt) The name of the config.conf stanza for a Data
ONTAP (7-mode) HA partner. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode, and it is re-
quired if the storage protocol selected is FC.

net app_passwor d = None (StrOpt) Password for the administrative user account
specified in the netapp_login option.
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Configuration option = Default value

Description

net app_ser ver _host nane = None

(StrOpt) The hostname (or IP address) for the storage sys-
tem or proxy server.

net app_server _port =None

(IntOpt) The TCP port to use for communication with the
storage system or proxy server. If not specified, Data ON-
TAP drivers will use 80 for HTTP and 443 for HTTPS; E-Se-
ries will use 8080 for HTTP and 8443 for HTTPS.

netapp_size_nmultiplier =1.2

(FloatOpt) The quantity to be multiplied by the requested
volume size to ensure enough space is available on the vir-
tual storage server (Vserver) to fulfill the volume creation
request.

net app_storage_fam |y =ontap_cl uster

(StrOpt) The storage family type used on the storage sys-
tem; valid values are ontap_7mode for using Data ONTAP
operating in 7-Mode, ontap_cluster for using clustered Da-
ta ONTAP, or eseries for using E-Series.

net app_st or age_pr ot ocol =None

(StrOpt) The storage protocol to be used on the data path
with the storage system.

net app_transport_type=http

(StrOpt) The transport protocol used when communicat-
ing with the storage system or proxy server.

net app_vfil er =None

(StrOpt) The vFiler unit on which provisioning of block
storage volumes will be done. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode. Only use this
option when utilizing the MultiStore feature on the Ne-
tApp storage system.

net app_vol une_I| i st =None

(StrOpt) This option is only utilized when the storage pro-
tocol is configured to use iSCSI or FC. This option is used

to restrict provisioning to the specified controller volumes.
Specify the value of this option to be a comma separated
list of NetApp controller volume names to be used for pro-
visioning.

@ Tip
For more information on these options and other deployment and operational
scenarios, visit the NetApp OpenStack Deployment and Operations Guide.

NetApp NFS configuration for Data ONTAP operating in 7-Mode

The NetApp NFS configuration for Data ONTAP operating in 7-Mode is an interface from
OpenStack to Data ONTAP operating in 7-Mode storage system for provisioning and man-
aging OpenStack volumes on NFS exports provided by the Data ONTAP operating in 7-
Mode storage system which can then be accessed using NFS protocol.

The NFS configuration for Data ONTAP operating in 7-Mode is a direct interface from
OpenStack Block Storage to the Data ONTAP operating in 7-Mode instance and as such
does not require any additional management software to achieve the desired functionality.
It uses NetApp ONTAPI to interact with the Data ONTAP operating in 7-Mode storage sys-

tem.

Configuration options for the Data ONTAP operating in 7-Mode family with NFS protocol

Configure the volume driver, storage family, and storage protocol to the NetApp uni-
fied driver, Data ONTAP operating in 7-Mode, and NFS respectively by setting the
vol ure_dri ver, net app_storage_fam |y and net app_st or age_pr ot ocol op-

tions in ci nder . conf as follows:
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vol une_driver = cinder.volune.drivers. netapp. comon. Net AppDri ver
net app_storage_fanmi |y = ontap_7node

net app_storage_protocol = nfs

net app_server _host nane = nyhost nanme

net app_server _port = 80
net app_| ogi n = user nane
net app_password = password

nfs_shares_config = /etc/cinder/nfs_shares

Table 2.20. Description of NetApp 7-Mode NFS driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

expiry_thres_m nutes =720

(IntOpt) This option specifies the threshold for last access
time for images in the NFS image cache. When a cache
cleaning cycle begins, images in the cache that have not
been accessed in the last M minutes, where M is the value
of this parameter, will be deleted from the cache to create
free space on the NFS share.

net app_| ogi n = None

(StrOpt) Administrative user account name used to access
the storage system or proxy server.

net app_part ner _backend_nane = None

(StrOpt) The name of the config.conf stanza for a Data
ONTAP (7-mode) HA partner. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode, and it is re-
quired if the storage protocol selected is FC.

net app_passwor d = None

(StrOpt) Password for the administrative user account
specified in the netapp_login option.

net app_ser ver _host name = None

(StrOpt) The hostname (or IP address) for the storage sys-
tem or proxy server.

net app_server_port =None

(IntOpt) The TCP port to use for communication with the
storage system or proxy server. If not specified, Data ON-
TAP drivers will use 80 for HTTP and 443 for HTTPS; E-Se-
ries will use 8080 for HTTP and 8443 for HTTPS.

net app_storage_fam |y =ontap_cl uster

(StrOpt) The storage family type used on the storage sys-
tem; valid values are ontap_7mode for using Data ONTAP
operating in 7-Mode, ontap_cluster for using clustered Da-
ta ONTAP, or eseries for using E-Series.

net app_st or age_pr ot ocol =None

(StrOpt) The storage protocol to be used on the data path
with the storage system.

net app_transport_type=http

(StrOpt) The transport protocol used when communicat-
ing with the storage system or proxy server.

net app_vfil er =None

(StrOpt) The vFiler unit on which provisioning of block
storage volumes will be done. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode. Only use this
option when utilizing the MultiStore feature on the Ne-
tApp storage system.

thres_avl _size_perc_start =20

(IntOpt) If the percentage of available space for an NFS
share has dropped below the value specified by this op-
tion, the NFS image cache will be cleaned.

thres_avl _si ze_perc_stop=60

(IntOpt) When the percentage of available space on an
NFS share has reached the percentage specified by this op-
tion, the driver will stop clearing files from the NFS image
cache that have not been accessed in the last M minutes,
where M is the value of the expiry_thres_minutes configu-
ration option.
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S Note

Additional NetApp NFS configuration options are shared with the generic NFS
driver. For a description of these, see Table 2.23, “Description of NFS storage
configuration options” [94].

@ Tip
For more information on these options and other deployment and operational
scenarios, visit the NetApp OpenStack Deployment and Operations Guide.

NetApp E-Series storage family

The NetApp E-Series storage family represents a configuration group which provides Open-
Stack compute instances access to E-Series storage systems. At present it can be configured
in OpenStack Block Storage to work with the iSCSI storage protocol.

NetApp iSCSI configuration for E-Series

The NetApp iSCSI configuration for E-Series is an interface from OpenStack to E-Series stor-
age systems for provisioning and managing the SAN block storage entity; that is, a NetApp
LUN which can be accessed using the iSCSI protocol.

The iSCSI configuration for E-Series is an interface from OpenStack Block Storage to the E-
Series proxy instance and as such requires the deployment of the proxy instance in order
to achieve the desired functionality. The driver uses REST APIs to interact with the E-Series
proxy instance, which in turn interacts directly with the E-Series controllers.

The use of multipath and DM-MP are required when using the OpenStack Block Storage
driver for E-Series. In order for OpenStack Block Storage and OpenStack Compute to take
advantage of multiple paths, the following configuration options must be correctly config-
ured:

* Theuse_nul ti pat h_f or _i mage_xf er option should be set to Tr ue in the
ci nder . conf file within the driver-specific stanza (for example, [ myDri ver]).

* Thei scsi _use_mul ti pat h option should be set to Tr ue in the nova. conf file with-
inthe[libvirt] stanza.

Configuration options for E-Series storage family with iSCSI protocol

Configure the volume driver, storage family, and storage protocol to the NetApp
unified driver, E-Series, and iSCSI respectively by setting the vol une_dri ver,
net app_storage_fami |y and net app_st or age_pr ot ocol optionsin

ci nder . conf as follows:
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vol une_driver = cinder.volune.drivers. netapp. comon. Net AppDri ver
netapp_storage_fanmly = eseries

net app_st orage_prot ocol = iscsi

net app_server _host nane = nyhost nanme

net app_server _port = 80

net app_| ogi n = user nane

net app_password = password

net app_controller_ips = 1.2.3.4,5.6.7.8
net app_sa_password = arrayPassword

net app_st orage_pool s = pool 1, pool 2
use_mul ti path_for_i mage xfer = True

3 Note

To use the E-Series driver, you must override the default value of
net app_storage_fam |y witheseri es.

S Note

To use the iSCSI protocol, you must override the default value of
net app_st orage_prot ocol withi scsi .

Table 2.21. Description of NetApp E-Series driver configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
net app_control | er _i ps =None (StrOpt) This option is only utilized when the storage fam-

ily is configured to eseries. This option is used to restrict
provisioning to the specified controllers. Specify the value
of this option to be a comma separated list of controller
hostnames or IP addresses to be used for provisioning.

net app_eseries_host _type =1inux_dm np (StrOpt) This option is used to define how the controllers
in the E-Series storage array will work with the particular
operating system on the hosts that are connected to it.

net app_| ogi n = None (StrOpt) Administrative user account name used to access
the storage system or proxy server.

net app_part ner _backend_nane = None (StrOpt) The name of the config.conf stanza for a Data
ONTAP (7-mode) HA partner. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode, and it is re-
quired if the storage protocol selected is FC.

net app_passwor d = None (StrOpt) Password for the administrative user account
specified in the netapp_login option.

net app_sa_passwor d = None (StrOpt) Password for the NetApp E-Series storage array.

net app_server _host name = None (StrOpt) The hostname (or IP address) for the storage sys-

tem or proxy server.

net app_server _port =None (IntOpt) The TCP port to use for communication with the
storage system or proxy server. If not specified, Data ON-
TAP drivers will use 80 for HTTP and 443 for HTTPS; E-Se-
ries will use 8080 for HTTP and 8443 for HTTPS.

net app_storage_fam |y =ontap_cl uster (StrOpt) The storage family type used on the storage sys-
tem; valid values are ontap_7mode for using Data ONTAP
operating in 7-Mode, ontap_cluster for using clustered Da-
ta ONTAP, or eseries for using E-Series.

net app_st or age_pool s = None (StrOpt) This option is used to restrict provisioning to the
specified storage pools. Only dynamic disk pools are cur-
rently supported. Specify the value of this option to be a
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Configuration option = Default value

Description

comma separated list of disk pool names to be used for
provisioning.

net app_transport_type=http

(StrOpt) The transport protocol used when communicat-
ing with the storage system or proxy server.

net app_webservi ce_pat h=/devngr/v2

(StrOpt) This option is used to specify the path to the E-
Series proxy application on a proxy server. The value is
combined with the value of the netapp_transport_type,
netapp_server_hostname, and netapp_server_port op-
tions to create the URL used by the driver to connect to
the proxy application.

@ Tip
For more information on these options and other deployment and operational
scenarios, visit the NetApp OpenStack Deployment and Operations Guide.

Upgrading prior NetApp drivers to the NetApp unified driver

NetApp introduced a new unified block storage driver in Havana for configuring different
storage families and storage protocols. This requires defining upgrade path for NetApp
drivers which existed in releases prior to Havana. This section covers the upgrade configura-
tion for NetApp drivers to the new unified configuration and a list of deprecated NetApp

drivers.

Upgraded NetApp drivers

This section describes how to update OpenStack Block Storage configuration from a pre-

Havana release to the unified driver format.

Driver upgrade configuration

1. NetApp iSCSI direct driver for Clustered Data ONTAP in Grizzly (or earlier).

vol ume_dri ver = cinder.volune.drivers. netapp.iscsi.

Net AppDi r ect Chodel SCSI Dri ver

NetApp unified driver configuration.

vol une_driver = cinder.vol une.drivers. net app. cormon. Net AppDri ver
net app_storage fam ly = ontap_cl uster
net app_st or age_prot ocol = iscsi

2. NetApp NFS direct driver for Clustered Data ONTAP in Grizzly (or earlier).

vol une_driver = cinder.vol une.drivers. netapp. nfs. Net AppDi r ect ChodeNf sDri ver

NetApp unified driver configuration.

vol ume_dri ver = cinder.volune.drivers. netapp. conmon. Net AppDri ver
net app_storage_fam ly = ontap_cl uster
net app_st orage_protocol = nfs

3. NetApp iSCSI direct driver for Data ONTAP operating in 7-Mode storage controller in

Grizzly (or earlier)

vol une_driver = cinder.vol une.drivers. netapp.iscsi.
Net AppDi r ect 7nodel SCSI Dri ver

92


http://netapp.github.io/openstack-deploy-ops-guide/

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty
ence

NetApp unified driver configuration

vol une_driver = cinder.vol une.drivers. net app. cormon. Net AppDri ver
net app_storage famly = ontap_7npde
net app_st or age_protocol = iscsi

4. NetApp NFS direct driver for Data ONTAP operating in 7-Mode storage controller in Griz-
zly (or earlier)

vol ume_dri ver = cinder.vol une.drivers. netapp. nfs. Net AppDi rect 7nodeNf sDri ver

NetApp unified driver configuration

vol ume_dri ver = cinder.volune.drivers. netapp. conmon. Net AppDri ver
net app_storage_fam |y = ontap_7node
net app_st orage_prot ocol = nfs

Deprecated NetApp drivers
This section lists the NetApp drivers in earlier releases that are deprecated in Havana.

1. NetApp iSCSI driver for clustered Data ONTAP.

vol ume_dri ver = cinder.volune.drivers. netapp.iscsi.Net AppCnodel SCSI Dri ver

2. NetApp NFS driver for clustered Data ONTAP.

vol une_driver = cinder.vol une.drivers. netapp. nfs. Net AppCnodeNf sDri ver
3. NetApp iSCSI driver for Data ONTAP operating in 7-Mode storage controller.

vol ume_dri ver = cinder.vol une.drivers. netapp.iscsi.NetAppl SCSIDri ver
4. NetApp NFS driver for Data ONTAP operating in 7-Mode storage controller.

vol une_driver = cinder.vol une.drivers. netapp. nfs. Net AppNFSDr i ver

S Note
For support information on deprecated NetApp drivers in the Havana release,
visit the NetApp OpenStack Deployment and Operations Guide.

Nimble volume driver

Set the following in your ci nder . conf to use the Nimble volume driver:

vol une_driver = cinder.volune.drivers.ninble.N nbl el SCSI Dri ver

Use the following options to configure the volume driver:

Table 2.22. Description of Nimble driver configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
ni mbl e_pool _name =def aul t (StrOpt) Nimble Controller pool name
ni nbl e_subnet _| abel =* (StrOpt) Nimble Subnet Label
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NFS driver

The Network File System (NFS) is a distributed file system protocol originally developed by
Sun Microsystems in 1984. An NFS server exports one or more of its file systems, known as
shares. An NFS client can mount these exported shares on its own file system. You can per-
form file actions on this mounted remote file system as if the file system were local.

How the NFS driver works

The NFS driver, and other drivers based on it, work quite differently than a traditional block

storage driver.

The NFS driver does not actually allow an instance to access a storage device at the block
level. Instead, files are created on an NFS share and mapped to instances, which emulates
a block device. This works in a similar way to QEMU, which stores instances in the / var/

i b/ noval i nst ances directory.

Enable the NFS driver and related options

To use Cinder with the NFS driver, first set the vol une_dri ver inci nder. conf:

vol une_dri ver =ci nder. vol une. dri vers. nfs. NfsDri ver

The following table contains the options supported by the NFS driver.

Table 2.23. Description of NFS storage configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

nfs_nmount_attenpts =3

(IntOpt) The number of attempts to mount nfs shares be-
fore raising an error. At least one attempt will be made to
mount an nfs share, regardless of the value specified.

nfs_nount _opti ons =None

(StrOpt) Mount options passed to the nfs client. See sec-
tion of the nfs man page for details.

nf s_mount _poi nt _base =$st at e_pat h/ mt

(StrOpt) Base dir containing mount points for nfs shares.

nfs_oversub_ratio=1.0

(FloatOpt) This will compare the allocated to available
space on the volume destination. If the ratio exceeds this
number, the destination will no longer be valid.

nfs_shares_config=/etc/cinder/nfs_shares

(StrOpt) File with the list of available nfs shares

nfs_sparsed_vol umes =Tr ue

(BoolOpt) Create volumes as sparsed files which take no
space.If set to False volume is created as regular file.In
such case volume creation takes a lot of time.

nfs_used_ratio=0.95

(FloatOpt) Percent of ACTUAL usage of the underlying vol-
ume before no new volumes can be allocated to the vol-
ume destination.

Note

N

As of the Icehouse release, the NFS driver (and other drivers based off it) will

attempt to mount shares using version 4.1 of the NFS protocol (including pN-
FS). If the mount attempt is unsuccessful due to a lack of client or server sup-
port, a subsequent mount attempt that requests the default behavior of the
mount.nfs command will be performed. On most distributions, the default be-
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havior is to attempt mounting first with NFS v4.0, then silently fall back to NFS
v3.0 if necessary. If the nf s_nount _opt i ons configuration option contains a
request for a specific version of NFS to be used, or if specific options are speci-
fied in the shares configuration file specified by the nf s_shar es_confi g con-
figuration option, the mount will be attempted as requested with no subse-
guent attempts.

How to use the NFS driver

1. Access to one or more NFS servers. Creating an NFS server is outside the scope of
this document. This example assumes access to the following NFS servers and mount
points:

¢ 192.168. 1. 200: / st or age
¢« 192.168. 1. 201: / st or age
« 192.168. 1. 202: / st or age

This example demonstrates the use of with this driver with multiple NFS servers. Multi-
ple servers are not required. One is usually enough.

2. Add your list of NFS servers to the file you specified with the nf s_shares_confi g
option. For example, if the value of this option was set to / et ¢/ ci n-
der/shares. t xt, then:

# cat /etc/cinder/shares.txt
192. 168. 1. 200: / st or age
192. 168. 1. 201: / st or age
192. 168. 1. 202: / st or age

Comments are allowed in this file. They begin with a #.

3. Configure the nf s_nount _poi nt _base option. This is a directory where ci n-
der - vol une mounts all NFS shares stored in shar es. t xt . For this example,
/var/lib/cinder/nfsisused. You can, of course, use the default value of
$stat e_pat h/ mt.

4. Startthe ci nder-vol une service./ var/ i b/ ci nder/ nf s should now contain a di-
rectory for each NFS share specified in shar es. t xt . The name of each directory is a
hashed name:

# |s /var/lib/cinder/nfs/

46c¢c5db75dc3a3a50al0bf dla456a9f 3f

5. You can now create volumes as you normally would:

$ nova vol une-create --display-name myvol 5
# |Is /var/lib/cinder/nfs/46c5db75dc3a3a50al0bf dla456a9f 3f
vol une- a8862558- e6d6- 4648- b5df - bb84f 31¢c8935

This volume can also be attached and deleted just like other volumes. However, snap-
shotting is not supported.
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NFS driver notes

» ci nder - vol unme manages the mounting of the NFS shares as well as volume creation
on the shares. Keep this in mind when planning your OpenStack architecture. If you have
one master NFS server, it might make sense to only have one ci nder - vol umne service
to handle all requests to that NFS server. However, if that single server is unable to han-
dle all requests, more than one ci nder - vol ume service is needed as well as potentially
more than one NFS server.

* Because data is stored in a file and not actually on a block storage device, you might not
see the same 10 performance as you would with a traditional block storage driver. Please

test accordingly.

* Despite possible 10 performance loss, having volume data stored in a file might be bene-
ficial. For example, backing up volumes can be as easy as copying the volume files.

3 Note
Regular 10 flushing and syncing still stands.

ProphetStor Fibre Channel and iSCSI drivers

ProhetStor Fibre Channel and iSCSI drivers add support for ProphetStor Flexvisor through
OpenStack Block Storage. ProphetStor Flexvisor enables commodity x86 hardware as soft-
ware-defined storage leveraging well-proven ZFS for disk management to provide enter-
prise grade storage services such as snapshots, data protection with different RAID levels,
replication, and deduplication.

The DPLFCDrx i ver and DPLI SCSI Dri ver drivers run volume operations by communicat-
ing with the ProphetStor storage system over HTTPS.

Supported operations

* Create, delete, attach, and detach volumes.

Create, list, and delete volume snapshots.

* Create a volume from a snapshot.

Copy an image to a volume.

Copy a volume to an image.
* Clone a volume.

* Extend a volume.
Enable the Fibre Channel or iSCSI drivers
The DPLFCDr i ver and DPLI SCSI Dri ver are installed with the OpenStack software.

1. Query storage pool id for configure dpl _pool of the ci nder. conf.

a. Logon onto the storage system with administrator access.
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$ ssh root @TORAGE | P ADDRESS

b. View the current usable pool id.

$ flvcli show pool Ii st
- d5bd40b58ea84e9da09dcf 25a01f dc07 : def aul t _pool _dc07

¢. Used5bd40b58ea84e9da09dcf 25a01f dc07 to config the dpl _pool of/
et c/ ci nder/ ci nder. conf.

S Note

Other management command can reference by command help flvcli -h.

2. Make the following changes on the volume node / et ¢/ ci nder/ ci nder . conf file.

# | P address of SAN controller (string val ue)
san_i p=STORAGE | P ADDRESS

# Username for SAN controller (string val ue)
san_| ogi n=USERNANME

# Password for SAN controller (string val ue)
san_passwor d=PASSWWORD

# Use thin provisioning for SAN vol unes? (bool ean val ue)
san_t hi n_provi si on=true

# The port that the i SCSI daenmon is |listening on. (integer val ue)
i scsi_port=3260

# DPL pool uuid in which DPL vol unmes are stored. (string val ue)
dpl _pool =d5bd40b58ea84e9da09dcf 25a01f dc07

# DPL port nunber. (integer val ue)
dpl _port =8357

# Unconment one of the next two option to enable Fibre channel or i SCSI

# FI BRE CHANNEL(uncomment the next line to enable the FC driver)

#vol une_dri ver =ci nder. vol une. dri vers. prophet st or. dpl _fc. DPLFCDri ver

# i SCSI (uncomment the next line to enable the i SCSI driver)

#vol une_dri ver =ci nder. vol urme. dri vers. prophet st or. dpl _i scsi . DPLI SCSI Dri ver

3. Save the changesto the/ et c/ ci nder/ci nder. conf file and restart the ci n-
der - vol une service.

The ProphetStor Fibre Channel or iSCSI drivers are now enabled on your OpenStack system.
If you experience problems, review the Block Storage service log files for errors.

The following table contains the options supported by the ProphetStor storage driver.

Table 2.24. Description of ProphetStor Fibre Channel and iSCSi drivers
configuration options

Configuration option = Default value ‘ Description

[DEFAULT]
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Configuration option = Default value Description
dpl _pool = (StrOpt) DPL pool uuid in which DPL volumes are stored.
dpl _port =8357 (IntOpt) DPL port number.
i scsi_port =3260 (IntOpt) The port that the iSCSI daemon is listening on
san_ip= (StrOpt) IP address of SAN controller
san_|l ogi n=adnin (StrOpt) Username for SAN controller
san_password = (StrOpt) Password for SAN controller
san_t hi n_provi si on=True (BoolOpt) Use thin provisioning for SAN volumes?

Pure Storage volume driver

The Pure Storage FlashArray volume driver for OpenStack Block Storage interacts with con-
figured Pure Storage arrays and supports various operations.

This driver can be configured in OpenStack Block Storage to work with the iSCSI storage
protocol.

This driver is compatible with Purity FlashArrays that support the REST API (Purity 3.4.0 and
newer) and that are capable of iSCSI connectivity. This release supports installation with
OpenStack clusters running the Kilo version that use the KVM or QEMU hypervisors togeth-
er with OpenStack Compute service's libvirt driver.

Limitations and known issues

If you do not set up the nodes hosting instances to use multipathing, all iSCSI connectivity
will use a single physical 10-gigabit Ethernet port on the array. In addition to significantly
limiting the available bandwidth, this means you do not have the high-availability and non-
disruptive upgrade benefits provided by FlashArray.

Workaround: You must set up multipathing on your hosts.

Supported operations

» Create, delete, attach, detach, retype, clone, and extend volumes.

 Create a volume from snapshot.

Create, list, and delete volume snapshots.

* Create, list, update, and delete consistency groups.

Create, list, and delete consistency group snapshots.
* Manage and unmanage a volume.

* Get volume statistics.

Create a thin provisioned volume.

Configure OpenStack and Purity

You need to configure both your Purity array and your OpenStack cluster.
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S Note

These instructions assume that the ci nder - api and ci nder - schedul er ser-
vices are installed and configured in your OpenStack cluster.

» Configure the OpenStack Block Storage service

In these steps, you will edit the ci nder . conf file to configure OpenStack Block Stor-
age service to enable multipathing and to use the Pure Storage FlashArray as back-end

storage.

a.

Retrieve an API token from Purity

The OpenStack Block Storage service configuration requires an APl token from
Purity. Actions performed by the volume driver use this token for authorization.
Also, Purity logs the volume driver's actions as being performed by the user who
owns this API token.

If you created a Purity user account that is dedicated to managing your OpenStack
Block Storage volumes, copy the API token from that user account.

Use the appropriate create or list command below to display and copy the Purity
API token:

e To create a new API token:

$ pureadmin create --api-token USER

The following is an example output:

$ pureadmin create --api-token pureuser

Nanme APl Token Creat ed
pureuser 902fdca3- 7e3f - d2e4- d6a6- 24c2285f e1ld9 2014-08-04
14:50: 30

* To list an existing API token:

$ pureadmin list --api-token --expose USER

The following is an example output:

$ pureadnmin list --api-token --expose pureuser

Nane APl Token Cr eat ed
pureuser 902fdca3- 7e3f-d2e4- d6a6- 24c2285f eld9 2014-08-04
14:50: 30

Copy the API token retrieved (902f dca3- 7e3f - d2e4- d6a6- 24c2285f e1d9
from the examples above) to use in the next step.

Edit the OpenStack Block Storage service configuration file

The following sample / et ¢/ ci nder/ ci nder. conf configuration lists the rele-
vant settings for a typical Block Storage service using a single Pure Storage array:
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[ DEFAULT]

enabl ed_backends = puredriver-1
defaul t _vol unme_type = puredriver-1

[ puredriver-1]

vol une_backend_nane = puredriver-1

vol une_driver = cinder.volune.drivers. pure. Purel SCSI Dri ver
san_i p = | P_PURE_MGMT

pure_api _token = PURE_API _TOKEN

use_mnul ti path_for_i mage xfer = True

Replace the following variables accordingly:

IP_PURE_MGMT The IP address of the Pure Storage array's management in-
terface or a domain name that resolves to that IP address.

PURE_API_TOKEN The Purity Authorization token that the volume driver uses
to perform volume management on the Pure Storage array.
3 Note

The volume driver automatically creates purity host objects for initiators as
needed. If CHAP authentication is enabled via the use_chap_aut h settting,
you must ensure there are no manually created host objects with IQN's that will
be used by the OpenStack Block Storage. The driver will only modify credentials
on hosts that it manages.

Quobyte driver

Quobyte provides a software defined storage system running on plain Linux servers.
Quobyte allows reconfiguration at runtime without storage service interruption. Storage
behaviour is fully configurable via policies which also control automation and hardware in-
dependent configuration. Quobyte users can find more information via the documentation
link at http://support.quobyte.com/.

This driver enables the use of Quobyte storage in a similar fashion as NFS. It supports basic
volume operations, including snapshot and clone.

To use Block Storage with Quobyte, first set the vol ume_dri ver configuration option in
the ci nder . conf file:

vol une_dri ver = cinder.volune.drivers. quobyte. QuobyteDriver

The following table contains the configuration options supported by the Quobyte volume
driver.

Table 2.25. Description of Quobyte USP volume driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]
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Configuration option = Default value

Description

quobyte_client_cfg=None

(StrOpt) Path to a Quobyte Client configuration file.

quobyt e_nount _poi nt _base = $st at e_pat h/ mt

(StrOpt) Base dir containing the mount point for the
Quobyte volume.

quobyt e_qcow?2_vol unes =True

(BoolOpt) Create volumes as QCOW?2 files rather than raw
files.

guobyt e_spar sed_vol umes =Tr ue

(BoolOpt) Create volumes as sparse files which take no
space. If set to False, volume is created as regular file.In
such case volume creation takes a lot of time.

quobyt e_vol ume_ur| =None

(StrOpt) URL to the Quobyte volume e.g., quobyte://<DIR
host>/<volume name>

Scality SOFS driver

The Scality SOFS volume driver interacts with c

onfigured sfused mounts.

The Scality SOFS driver manages volumes as sparse files stored on a Scality Ring through
sfused. Ring connection settings and sfused options are defined in the ci nder . conf file
and the configuration file pointed to by the scal i t y_sof s_conf i g option, typically /

et c/ sfused. conf.

Supported operations

The Scality SOFS volume driver provides the fo

Create, list, and delete volume snapshots.

Create a volume from a snapshot.

» Copy an image to a volume.

Copy a volume to an image.

Clone a volume.

Extend a volume.

* Backup a volume.

* Restore backup to new or existing volume.

Configuration

llowing Block Storage volume operations:

Create, delete, attach (map), and detach (unmap) volumes.

Use the following instructions to update the ci nder. conf configuration file:
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Example 2.5. Sample Block Storage Configuration

[ DEFAULT]
enabl ed_backends = scality-1

[scality-1]

vol une_dri ver=ci nder. vol une. dri vers.scality. ScalityDriver
vol une_backend_nane = scality-1
scality_sofs_config=/etc/sfused. conf

scal ity_sof s_nount _poi nt =/ ci nder

scal ity_sofs_vol unme_di r=ci nder/ vol unes

Use the following instructions to update the nova. conf configuration file:

Example 2.6. Sample Compute Configuration
[libvirt]

scal ity_sof s_nmount _poi nt = /ci nder
scality_sofs_config = /etc/sfused. conf

Table 2.26. Description of Scality SOFS volume driver configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
scal ity_sofs_confi g=None (StrOpt) Path or URL to Scality SOFS configuration file

scal i ty_sofs_npunt _poi nt =$st at e_pat h/ scal - |(StrOpt) Base dir where Scality SOFS shall be mounted
ity
scal ity_sofs_vol ume_dir =ci nder/vol unmes (StrOpt) Path from Scality SOFS root to volume dir

Sheepdog driver

Sheepdog is an open-source distributed storage system that provides a virtual storage pool
utilizing internal disk of commodity servers.

Sheepdog scales to several hundred nodes, and has powerful virtual disk management fea-
tures like snapshot, cloning, rollback, thin provisioning.

More information can be found on Sheepdog Project.
This driver enables use of Sheepdog through Qemu/KVM.

Set the following vol une_dri ver in ci nder. conf:

vol une_dri ver =ci nder. vol une. dri ver s. sheepdog. SheepdogDri ver

SambaFS driver

There is a volume back-end for Samba filesystems. Set the following in your ci nder . conf,
and use the following options to configure it.

3 Note
The SambaFS driver requires gemu-img version 1.7 or higher on Linux nodes,
and gemu-img> version 1.6 or higher on Windows nodes.
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vol une_dri ver =ci nder. vol ume. dri vers. snbf s. Snbf sDri ver

Table 2.27. Description of Samba volume driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

smbf s_def aul t _vol ume_f or mat = qcow2 (StrOpt) Default format that will be used when creating
volumes if no volume format is specified.

snbfs_nmount _options = (StrOpt) Mount options passed to the smbfs client. See

noperm fil e_npde=0775, di r_nbde=0775 mount.cifs man page for details.

snmbf s_nmount _poi nt _base = $st at e_pat h/ mt (StrOpt) Base dir containing mount points for smbfs
shares.

snbfs_oversub_ratio=1.0 (FloatOpt) This will compare the allocated to available

space on the volume destination. If the ratio exceeds this
number, the destination will no longer be valid.

snmbf s_shares_config=/etc/cin- (StrOpt) File with the list of available smbfs shares.
der/ snbf s_shares

snbf s_sparsed_vol unes =Tr ue (BoolOpt) Create volumes as sparsed files which take no
space rather than regular files when using raw format, in
which case volume creation takes lot of time.

smbfs_used_ratio=0.95 (FloatOpt) Percent of ACTUAL usage of the underlying vol-
ume before no new volumes can be allocated to the vol-
ume destination.

SolidFire

The SolidFire Cluster is a high performance all SSD iSCSI storage device that provides mas-
sive scale out capability and extreme fault tolerance. A key feature of the SolidFire cluster
is the ability to set and modify during operation specific QoS levels on a volume for volume
basis. The SolidFire cluster offers this along with de-duplication, compression, and an archi-
tecture that takes full advantage of SSDs.

To configure the use of a SolidFire cluster with Block Storage, modify your ci nder . conf
file as follows:

vol une_driver = cinder.volune.drivers.solidfire.SolidFireDriver

san_ip = 172.17.1.182 # the address of your WIP

san_|l ogin = sfadmin # your cluster admin |ogin

san_password = sfpassword # your cluster adm n password

sf _account _prefix ="' # prefix for tenant account creation on

solidfire cluster (see warning bel ow)

o Warning

The SolidFire driver creates a unique account prefixed with $ci nder - vol -
ume- servi ce- host nane- $t enant - i d on the SolidFire cluster for each ten-
ant that accesses the cluster through the Volume API. Unfortunately, this ac-
count formation results in issues for High Availability (HA) installations and in-
stallations where the ci nder - vol umne service can move to a new node. HA in-
stallations can return an Account Not Found error because the call to the Solid-
Fire cluster is not always going to be sent from the same node. In installations
where the ci nder - vol une service moves to a new node, the same issue can
occur when you perform operations on existing volumes, such as clone, extend,
delete, and so on.
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Tintri

S Note

Set the sf _account _pr ef i x option to an empty string (") in the

ci nder . conf file. This setting results in unique accounts being created on
the SolidFire cluster, but the accounts are prefixed with the t enant - i d or any
unique identifier that you choose and are independent of the host where the
ci nder - vol une service resides.

Table 2.28. Description of SolidFire driver configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
sf _account _prefix=None (StrOpt) Create SolidFire accounts with this prefix. Any

string can be used here, but the string "hostname" is spe-
cial and will create a prefix using the cinder node host-
sname (previous default behavior). The default is NO pre-
fix.

sf_al |l ow_t enpl at e_cachi ng=True (BoolOpt) Create an internal cache of copy of images
when a bootable volume is created to eliminate fetch from
glance and gemu-conversion on subsequent calls.

sf _all ow_t enant _gos =Fal se (BoolOpt) Allow tenants to specify QOS on create

sf _api _port =443 (IntOpt) SolidFire API port. Useful if the device api is be-
hind a proxy on a different port.

sf _emul ate_512=True (BoolOpt) Set 512 byte emulation on volume creation;

sf _tenpl at e_account _name =openst ack- vt em (StrOpt) Account name on the SolidFire Cluster to use as

pl ate owner of template/cache volumes (created if does not ex-
ist).

Tintri VMstore is a smart storage that sees, learns and adapts for cloud and virtualization.
Tintri Cinder driver will interact with configured VMstore running Tintri OS 4.0 and above. It
supports various operations using Tintri REST APIs and NFS protocol.

To configure the use of a Tintri VMstore with Block Storage, modify your ci nder . conf
file as follows:

vol une_driver = cinder.volune.drivers.tintri.TintriDriver

# Mount options passed to the nfs client. See section of the
# nfs man page for details. (string value)

nf s_nount _opti ons=ver s=3, | ookupcache=none

#
# Options defined in cinder.volune.drivers.tintri
#

# The hostname (or |P address) for the storage system (string
# val ue)
tintri_server_hostname={Tintri VMstore Managenent |P}

# User nane for the storage system (string val ue)
tintri_server_username={user nane}

# Password for the storage system (string val ue)
tintri_server_passwor d={ passwor d}
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# APl version for the storage system (string val ue)
#tintri_api _versi on=v310

# Fol | owi ng opti ons needed for NFS configuration

# File with the list of available nfs shares (string val ue)
#nfs_shares_confi g=/etc/cinder/nfs_shares

Following changes are needed in /etc/cinder/nfs_shares

# Edit /etc/cinder/nfs_shares to add one or nore Tintri VMstore nmount points
# associated with al ready configured VMstore nmanagenent |P in cinder.conf
{vnstore_data_ip}:/tintri/{subnmount 1}

{vnstore_data_ip}:/tintri/{submount 2}

Following changes are needed in nova. conf file:

# Edit /etc/noval nova. conf
nfs_nount _opti ons=vers=3

Table 2.29. Description of Tintri driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

tintri_server_hostname = None (StrOpt) Tintri VMstore management IP address
tintri_server_usernanme = None (StrOpt) Tintri VMstore username
tintri_server_password= None (StrOpt) Tintri VMstore password for the user
tintri_api _version= v310 (StrOpt) Tintri VMstore API version

VMware VMDK driver

Use the VMware VMDK driver to enable management of the OpenStack Block Storage vol-
umes on vCenter-managed data stores. Volumes are backed by VMDK files on data stores
that use any VMware-compatible storage technology such as NFS, iSCSI, FiberChannel, and
vSAN.

O Warning
The VMware ESX VMDK driver is deprecated as of the Icehouse release and
might be removed in Juno or a subsequent release. The VMware vCenter
VMDK driver continues to be fully supported.

Functional context

The VMware VMDK driver connects to vCenter, through which it can dynamically access all
the data stores visible from the ESX hosts in the managed cluster.

When you create a volume, the VMDK driver creates a VMDK file on demand. The VMDK
file creation completes only when the volume is subsequently attached to an instance. The
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reason for this requirement is that data stores visible to the instance determine where to
place the volume. Before the service creates the VMDK file, attach a volume to the target
instance.
The running vSphere VM is automatically reconfigured to attach the VMDK file as an extra
disk. Once attached, you can log in to the running vSphere VM to rescan and discover this
extra disk.
With the update to ESX version 6.0, the VMDK driver now supports NFS version 4.1.
Configuration

The recommended volume driver for OpenStack Block Storage is the VMware vCenter
VMDK driver. When you configure the driver, you must match it with the appropriate
OpenStack Compute driver from VMware and both drivers must point to the same server.

In the nova. conf file, use this option to define the Compute driver:

conput e_dri ver =vmnar eapi . VMnar eVCDrx i ver

In the ci nder . conf file, use this option to define the volume driver:

vol une_dri ver =ci nder. vol une. dri vers. vimnar e. vndk. VMnar eVeVndkDr i ver

The following table lists various options that the drivers support for the OpenStack Block

Storage configuration (ci nder . conf ):

Table 2.30. Description of VMware configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

vmaar e_api _retry_count =10

(IntOpt) Number of times VMware ESX/VC server API
must be retried upon connection related issues.

vmaar e_host _i p=None

(StrOpt) IP address for connecting to VMware ESX/VC
server.

vmaar e_host _passwor d = None

(StrOpt) Password for authenticating with VMware ESX/
VCserver.

vmar e_host _user nane = None

(StrOpt) Username for authenticating with VMware ESX/
VCserver.

vmaar e_host _ver si on =None

(StrOpt) Optional string specifying the VMware VC server
version. The driver attempts to retrieve the version from
VMware VC server. Set this configuration only if you want
to override the VC server version.

vmaar e_i mage_transfer_timeout _secs =7200

(IntOpt) Timeout in seconds for VMDK volume transfer be-
tween Cinder and Glance.

vmaar e_nmex_obj ects_retrieval =100

(IntOpt) Max number of objects to be retrieved per batch.
Query results will be obtained in batches from the serv-

er and not in one shot. Server may still limit the count to
something less than the configured value.

vmaar e_t ask_pol | _interval =0.5

(FloatOpt) The interval (in seconds) for polling remote
tasks invoked on VMware ESX/VC server.

vimware_tnp_dir =/tnp

(StrOpt) Directory where virtual disks are stored during
volume backup and restore.

vmaar e_vol urme_f ol der =ci nder - vol unes

(StrOpt) Name for the folder in the VC datacenter that will
contain cinder volumes.
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Configuration option = Default value Description
vmwar e_wsdl _| ocati on =None (StrOpt) Optional VIM service WSDL Location e.g http://
<server>/vimService.wsdl. Optional over-ride to default lo-
cation for bug work-arounds.
VMDK disk type
The VMware VMDK drivers support the creation of VMDK disk file types t hi n, | azyZe-
r oedThi ck (sometimes called thick or flat), or eager Zer oedThi ck.
A thin virtual disk is allocated and zeroed on demand as the space is used. Unused space on
a Thin disk is available to other users.
A lazy zeroed thick virtual disk will have all space allocated at disk creation. This reserves
the entire disk space, so it is not available to other users at any time.
An eager zeroed thick virtual disk is similar to a lazy zeroed thick disk, in that the entire disk
is allocated at creation. However, in this type, any previous data will be wiped clean on the
disk before the write. This can mean that the disk will take longer to create, but can also
prevent issues with stale data on physical media.
Use the vmwar e: vimdk_t ype extra spec key with the appropriate value to specify the
VMDK disk file type. This table shows the mapping between the extra spec entry and the
VMDK disk file type:
Table 2.31. Extra spec entry to VMDK disk file type mapping
Disk file type Extra spec key Extra spec value
thin vmware:vmdk_type thin
lazyZeroedThick vmware:vmdk_type thick
eagerZeroedThick vmware:vmdk_type eagerZeroedThick
If you do not specify a virdk_t ype extra spec entry, the disk file type will default to t hi n.
The following example shows how to create a| azyZer oedThi ck VMDK volume by using
the appropriate vimdk_t ype:
$ cinder type-create thick_vol une
$ cinder type-key thick_volune set vmware: vndk_t ype=t hi ck
$ cinder create --volunme-type thick_volume --display-nane vol umel 1
Clone type

With the VMware VMDK drivers, you can create a volume from another source volume or a
snapshot point. The VMware vCenter VMDK driver supports the f ul | and | i nked/ f ast
clone types. Use the vimwar e: ¢l one_t ype extra spec key to specify the clone type. The
following table captures the mapping for clone types:

Table 2.32. Extra spec entry to clone type mapping

Clone type

Extra spec key

Extra spec value

full

vmware:clone_type

full
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Clone type Extra spec key Extra spec value

linked/fast vmware:clone_type linked

If you do not specify the clone type, the defaultisf ul I .

The following example shows linked cloning from a source volume, which is created from
an image:

$ cinder type-create fast_clone

$ cinder type-key fast_cl one set vmware: cl one_t ype=Ili nked

$ cinder create --inmage-id 9cb87f 4f - a046- 47f 5- 9b7c- d9487b3c7cd4 --vol une-type
fast_clone --display-nane source-vol 1

$ cinder create --source-volid 25743b9d- 3605- 462b- b9eb- 71459f e2bb35 - - di spl ay-
nanme dest-vol 1

3 Note
The VMware ESX VMDK driver ignores the extra spec entry and always creates
afull clone.

Use vCenter storage policies to specify back-end data stores

This section describes how to configure back-end data stores using storage policies. In vCen-
ter, you can create one or more storage policies and expose them as a Block Storage vol-
ume-type to a vmdk volume. The storage policies are exposed to the vmdk driver through
the extra spec property with the vimnar e: st or age_pr of i | e key.

For example, assume a storage policy in vCenter named gol d_pol i cy. and a Block Stor-
age volume type named vol 1 with the extra spec key vimwar e: st or age_profi | e setto
the value gol d_pol i cy. Any Block Storage volume creation that uses the vol 1 volume
type places the volume only in data stores that match the gol d_pol i cy storage policy.

The Block Storage back-end configuration for vSphere data stores is automatically deter-
mined based on the vCenter configuration. If you configure a connection to connect to
vCenter version 5.5 or later in the ci nder . conf file, the use of storage policies to config-
ure back-end data stores is automatically supported.

3 Note
You must configure any data stores that you configure for the Block Storage
service for the Compute service.

Procedure 2.2. To configure back-end data stores by using storage policies
1. InvCenter, tag the data stores to be used for the back end.

OpenStack also supports policies that are created by using vendor-specific capabilities;
for example vSAN-specific storage policies.

3 Note
The tag value serves as the policy. For details, see the section called “Stor-
age policy-based configuration in vCenter” [110].
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2. Setthe extra spec key vimwar e: st or age_pr of i | e in the desired Block Storage vol-
ume types to the policy name that you created in the previous step.

3. Optionally, for the vmmnar e_host _ver si on parameter, enter the version number of
your vSphere platform. For example, 5. 5.

This setting overrides the default location for the corresponding WSDL file. Among
other scenarios, you can use this setting to prevent WSDL error messages during the
development phase or to work with a newer version of vCenter.

4. Complete the other vCenter configuration parameters as appropriate.

3 Note
The following considerations apply to configuring SPBM for the Block Storage
service:

* Any volume that is created without an associated policy (that is to say, with-
out an associated volume type that specifies viar e: st or age_profil e
extra spec), there is no policy-based placement for that volume.

Supported operations
The VMware vCenter and ESX VMDK drivers support these operations:

* Create, delete, attach, and detach volumes.

3 Note
When a volume is attached to an instance, a reconfigure operation is per-
formed on the instance to add the volume's VMDK to it. The user must manu-
ally rescan and mount the device from within the guest operating system.

* Create, list, and delete volume snapshots.

3 Note
Allowed only if volume is not attached to an instance.

* Create a volume from a snapshot.

» Copy an image to a volume.

3 Note
Only images in vimdk disk format with bar e container format are support-
ed. The vinar e_di skt ype property of the image can be pr eal | ocat ed,
sparse,streanOptim zed ort hi n.

* Copy a volume to an image.

N Note
¢ Allowed only if the volume is not attached to an instance.
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¢ This operation creates a st r eanOpt i m zed disk image.

e Clone a volume.

3 Note
Supported only if the source volume is not attached to an instance.

» Backup a volume.

3 Note
This operation creates a backup of the volume in st r eanOpt i m zed disk
format.

* Restore backup to new or existing volume.

3 Note
Supported only if the existing volume doesn't contain snapshots.

» Change the type of a volume.

3 Note
This operation is supported only if the volume state is avai | abl e.

* Extend a volume.

S Note
Although the VMware ESX VMDK driver supports these operations, it has not
been extensively tested.

Storage policy-based configuration in vCenter

You can configure Storage Policy-Based Management (SPBM) profiles for vCenter data
stores supporting the Compute, Image Service, and Block Storage components of an Open-
Stack implementation.

In a vSphere OpenStack deployment, SPBM enables you to delegate several data stores for
storage, which reduces the risk of running out of storage space. The policy logic selects the
data store based on accessibility and available storage space.

Prerequisites
» Determine the data stores to be used by the SPBM policy.

» Determine the tag that identifies the data stores in the OpenStack component configura-
tion.

» Create separate policies or sets of data stores for separate OpenStack components.
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Create storage policies in vCenter

Procedure 2.3. To create storage policies in vCenter
1. InvCenter, create the tag that identifies the data stores:
a. From the Home screen, click Tags.
b. Specify a name for the tag.
c. Specify a tag category. For example, spbm ci nder.

2. Apply the tag to the data stores to be used by the SPBM policy.

3 Note
For details about creating tags in vSphere, see the vSphere documentation.

3. InvCenter, create a tag-based storage policy that uses one or more tags to identify a
set of data stores.

3 Note
For details about creating storage policies in vSphere, see the vSphere doc-
umentation.

Data store selection

If storage policy is enabled, the driver initially selects all the data stores that match the asso-
ciated storage policy.

If two or more data stores match the storage policy, the driver chooses a data store that is
connected to the maximum number of hosts.

In case of ties, the driver chooses the data store with lowest space utilization, where space
utilization is defined by the ( 1- f r eespace/ t ot al space) meters.

These actions reduce the number of volume migrations while attaching the volume to in-
stances.

The volume must be migrated if the ESX host for the instance cannot access the data store
that contains the volume.

Windows iSCSI volume driver

Windows Server 2012 and Windows Storage Server 2012 offer an integrated iSCSI Target
service that can be used with OpenStack Block Storage in your stack. Being entirely a soft-
ware solution, consider it in particular for mid-sized networks where the costs of a SAN

might be excessive.

The Windows ci nder - vol une driver works with OpenStack Compute on any hypervisor.
It includes snapshotting support and the "boot from volume" feature.
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This driver creates volumes backed by fixed-type VHD images on Windows Server 2012 and
dynamic-type VHDX on Windows Server 2012 R2, stored locally on a user-specified path.
The system uses those images as iSCSI disks and exports them through iSCSI targets. Each
volume has its own iSCSI target.

This driver has been tested with Windows Server 2012 and Windows Server R2 using the
Server and Storage Server distributions.

Install the ci nder - vol umne service as well as the required Python components directly on-
to the Windows node.

You may install and configure ci nder - vol une and its dependencies manually using the
following guide or you may use the Ci nder Vol une | nstal | er, presented below.

Installing using the OpenStack cinder volume installer

In case you want to avoid all the manual setup, you can use Cloudbase Solutions' installer.
You can find it at https://www.cloudbase.it/downloads/CinderVolumeSetup_Beta.msi. It
installs an independent Python environment, in order to avoid conflicts with existing appli-
cations, dynamically generates a ci nder. conf file based on the parameters provided by
you.

ci nder - vol une will be configured to run as a Windows Service, which can be restarted
using:

PS C:\> net stop cinder-volunme ; net start cinder-vol ume

The installer can also be used in unattended mode. More details about how to use the in-
staller and its features can be found at https://www.cloudbase.it

Windows Server configuration

The required service in order to run ci nder - vol urmre on Windows is wi nt ar get . This
will require the iSCSI Target Server Windows feature to be installed. You can install it by
running the following command:

PS C.\> Add- W ndowsFeat ur e
FS-i SCSI Tar get - Ser ver Add- W ndows Feat ur eFS- i SCSI Tar get - Ser ver

3 Note
The Windows Server installation requires at least 16 GB of disk space. The vol-
umes hosted by this node need the extra space.

For ci nder - vol umre to work properly, you must configure NTP as explained in the section
called “Configure NTP” [251].

Next, install the requirements as described in the section called “Requirements” [253].

Getting the code

Git can be used to download the necessary source code. The installer to run Git on Win-
dows can be downloaded here:

https://github.com/msysgit/msysgit/releases/download/Git-1.9.2-pre-
view20140411/Git-1.9.2-preview20140411.exe
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Once installed, run the following to clone the OpenStack Block Storage code.

PS C:\> git.exe clone https://github. com openst ack/ ci nder. git

Configure cinder-volume

The ci nder . conf file may be placed in C: \ et c\ ci nder . Below is a config sample for us-
ing the Windows iSCSI Driver:

[ DEFAULT]

aut h_strategy = keystone

vol une_nane_t enpl ate = vol une- %

vol une_driver = cinder.volune.drivers.w ndows. W ndowsDri ver
gl ance_api _servers = | P_ADDRESS: 9292

rabbi t _host = | P_ADDRESS

rabbit_port = 5672

sql _connection = nysql://root: Password@ P_ADDRESS/ ci nder
wi ndows_i scsi _lun_path = C\i SCSI Vi rt ual D sks

ver bose = True

rabbi t _password = PasswOrd

l ogdir = C \ OpenSt ack\ Log\

i mge_conversion_dir = C\I| mgeConversionDir

debug = True

The following table contains a reference to the only driver specific option that will be used
by the Block Storage Windows driver:

Table 2.33. Description of Windows configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

wi ndows_i scsi _lun_path=C:\i SCS| Vi rtual D- (StrOpt) Path to store VHD backed volumes
i sks

Running cinder-volume

After configuring ci nder - vol une using the ci nder . conf file, you may use the follow-
ing commands to install and run the service (note that you must replace the variables with
the proper paths):

PS C:\> python $C nder d onePat h\ set up. py install

PS C\> cnmd /c C:\python27\pyt hon. exe c:\pyt hon27\ Scri pt s\ ci nder - vol une" —-
config-file $C nder Conf Pat h

X-10 volume driver

The X-10 volume driver for OpenStack Block Storage enables ISE products to be managed
by OpenStack Block Storage nodes. This driver can be configured to work with iSCSI and Fi-
bre Channel storage protocols. The X-10 volume driver allows the cloud operator to take
advantage of ISE features like Quality of Service and Continous Adaptive Data Placement
(CADP). It also supports creating thin volumes and specifying volume media affinity.

Requirements

ISE FW 2.8.0 or ISE FW 3.1.0 is required for OpenStack Block Storage support. The X-1O vol-
ume driver will not work with older ISE FW.
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Supported operations

» Create, delete, attach, detach, retype, clone, and extend volumes.

* Create a volume from snapshot.

* Create, list, and delete volume snapshots.

* Manage and unmanage a volume.

e Get volume statistics.

» Create a thin provisioned volume.

* Create volumes with QoS specifications.

Configure X-10 Volume driver

To configure the use of an ISE product with OpenStack Block Storage, modify your
ci nder . conf file as follows. Be careful to use the one that matches the storage protocol

in use:

Fibre Channel

vol une_driver =

san_ip = 1.2.3. 4
interface

san_l ogi n = admi ni strator

san_password = password

iSCSI

vol une_driver = cinder.vol une.
san_ip = 1.2.3. 4

interface
san_|l ogi n = admi ni strator
san_password = password
iscsi_ip_address = ionet_ip

| ONET

Optional configuration parameters

# your
# your

ci nder. vol une. dri vers. xi 0. Xl O SEFCDr i ver
# the address of your

| SE REST managenent

| SE managenment admin | ogin
| SE managenent adm n password

drivers. xi 0. Xl O SElI SCSI Dri ver

# the address of your

# your
# your

| SE REST managenent

| SE managenent admin | ogin
| SE managenent admi n password

# ip address to one | SE port connected to the

Table 2.34. Description of X-10 volume driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

driver_use_ssl =Fal se

(BoolOpt) Tell driver to use SSL for connection to backend
storage if the driver supports it.

i se_conpletion_retries=30

(IntOpt) Number on retries to get completion status after
issuing a command to ISE.

i se_connection_retries=5

(IntOpt) Number of retries (per port) when establishing
connection to ISE management port.

ise_raid=1

(IntOpt) Raid level for ISE volumes.

ise retry_interval =1

(IntOpt) Interval (secs) between retries.

i se_storage_pool =1

(IntOpt) Default storage pool for volumes.
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Multipath

The X-10 ISE supports a multipath configuration, but multipath must be enabled on the
compute node (see ISE Storage Blade Best Practices Guide). For more information, see

www.openstack.org.

Volume types

OpenStack Block Storage uses volume types to help the administrator specify attributes for
volumes. These attributes are called extra-specs. The X-l0 volume driver support the follow-

ing extra-specs.

Table 2.35. Extra specs

Extra-specs name

Valid values

Description

Feature:Raid

1,5

RAID level for volume.

Feature:Pool

1-n (n being number of pools on ISE)

Pool to create volume in.

Affinity:Type cadp, flash, hdd Volume media affinity type.

Alloc:Type 0 (thick), 1 (thin) Allocation type for volume. Thick or
thin

QoS:minlOPS n (value less than maxIOPS) Minimum IOPS setting for volume.

QoS:maxIOPS n (value bigger than minlOPS) Maximum IOPS setting for volume.

QoS:burstlOPS

n (value bigger than minIOPS)

Burst IOPS setting for volume.

Examples

Create a volume type called xio1-flash for volumes that should reside on ssd storage:

$ cinder type-create xiol-flash

$ cinder type-key xiol-flash set Affinity: Type=fl ash

Create a volume type called xio1 and set QoS min and max:

$ cinder type-create xiol

$ cinder type-key xi ol set QoS: m nl OPS=20
$ cinder type-key xiol set QoS: max| OPS=5000

Oracle ZFS Storage Appliance NFS driver

The Oracle ZFS Storage Appliance (ZFSSA) NFS driver enables the ZFSSA to be used seam-
lessly as a block storage resource. The driver enables you to to create volumes on a ZFS

share that is NFS mounted.

Requirements

Oracle ZFS Storage Appliance Software version 2013. 1. 2. O or later

Supported operations

e Create, extend, delete volumes

e Attach and detach volumes

* Create, delete snapshots
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* Create a volume from a snapshot
» Copy an image to a volume
» Copy a volume to an image

e Clone a volume

Appliance configuration

Appliance configuration using the command line interface (CLI) is described below. To ac-
cess the CLI, ensure SSH remote access is enabled, which is the default. You can also per-
form configuration using the browser user interface (BUI) or the RESTful API. Please refer
to the Oracle ZFS Storage Appliance documentation for details on how to configure the
Oracle ZFS Storage Appliance using the BUI, CLI and RESTful API.

1. Login to the Oracle ZFS Storage Appliance CLI and enable the REST service. REST ser-
vice needs to stay online for this driver to function.

zf ssa: >configurati on services rest enable

2. Create a new storage pool on the appliance if you do not want to use an existing one.
This storage pool is named ' nmypool * for the sake of this documentation.

3. Create a new project and share in the storage pool (nypool ) if you do not want to
use existing ones. This driver will create a project and share by the names specified in
ci nder. conf, if the a project or share by that name doesnt already exist in the stor-
age pool (nypool ). The project and share are named 'NFSPr 0j ect 'and 'nfs_shar e
in the sample ci nder. conf entries below.

4. To perform driver operations, create a role with the following authorizations:

e scope=svc - allow adninister=true, allowrestart=true,
al | ow_confi gure=true

e scope=nas - pool =pool _nane, project=project_nane,
share=share_nane, allow_clone=true, allow_createProject=true,
al | ow _createShare=true, allow changeSpaceProps=true,
al | ow_changeCener al Props=true, allow_destroy=true,
al l ow rol | back=true, allow_ takeSnap=true

The following examples show how to create a role with authorizations.

zfssa: > configuration roles
zfssa: configuration roles> role OpenStackRol e
zf ssa: configuration rol es OpenStackRol e (unconmitted)> set description=
"OpenStack NFS Cinder Driver"
zf ssa: configuration roles OpenStackRol e (uncomitted)> conmmit
zf ssa: configuration rol es> sel ect OpenStackRol e
zfssa: configuration roles OpenStackRol e> aut hori zations create
zfssa: configuration roles OpenStackRol e auth (uncomitted)> set scope=svc
zf ssa: configuration roles OpenStackRol e auth (uncomm tted)> set
al | ow_adm ni ster=true
zf ssa: configuration rol es OpenStackRol e auth (unconmi tted)> set
al l ow restart=true
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zf ssa: configuration roles OpenStackRol e auth (unconmi tted)> set
al | ow_confi gure=true
zf ssa: configuration roles OpenStackRol e auth (uncomm tted)> conm t

zfssa: > configuration rol es OpenStackRol e authorizati ons> set scope=nas

The following properties need to be set when the scope of this role needs to be limited
to a pool (nmypool ), a project (NFSPr o0j ect ) and a share (nf s_shar e) created in the
steps above. This will prevent the user assigned to this role from being used to modify
other pools, projects and shares.

zf ssa: configuration rol es OpenStackRol e auth (unconmitted)> set pool =
nypool

zf ssa: configuration rol es OpenStackRol e auth (unconmmitted)> set project=
NFSPr oj ect

zfssa: configuration roles OpenStackRol e auth (uncomm tted)> set share=
nfs share

The following properties only need to be set when a share or a project has not been
created following the steps above and wish to allow the driver to create them for you.

zf ssa: configuration roles OpenStackRol e auth (uncomm tted)> set
al | ow_creat eProj ect=true

zf ssa: configuration roles OpenStackRol e auth (uncomm tted)> set
al | ow_cr eat eShar e=t rue

zf ssa: configuration roles OpenStackRol e auth (uncommi tted)> set
al | ow _cl one=t rue

zf ssa: configuration roles OpenStackRol e auth (unconmitted)> set
al | ow_changeSpacePr ops=t r ue

zf ssa: configuration roles OpenStackRol e auth (uncomm tted)> set
al | ow_destroy=true

zf ssa: configuration roles OpenStackRol e auth (uncommi tted)> set
al | ow_rol | back=true

zfssa: configuration roles OpenStackRol e auth (uncommi tted)> set
al | ow_t akeSnap=true

zf ssa: configuration rol es OQpenStackRol e auth (uncommtted)> commit

5. Create a new user or modify an existing one and assign the new role to the user.

The following example shows how to create a new user and assign the new role to the
user.

zfssa: > configuration users
zf ssa: configuration users> user cinder
zf ssa: configuration users cinder (unconm tted)> set full name="CpenStack
C nder Driver"
zfssa: configuration users cinder (unconm tted)> set initial_password=12345
zf ssa: configuration users cinder (unconmmitted)> commit
zf ssa: configuration users> sel ect cinder set rol es=CpenSt ackRol e

6. Ensure that NFS and HTTP services on the appliance are online. Note the HTTPS port
number for later entry in the cinder service configuration file (ci nder . conf ). This
driver uses WebDAV over HTTPS to create snapshots and clones of volumes, and there-
fore needs to have the HTTP service online.

The following example illustrates enabling the services and showing their properties.

zfssa: > configuration services nfs
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zf ssa: configuration services nfs> enabl e
zf ssa: configuration services nfs> show
Properti es:

<status>= online

zfssa: configuration services http> enable
zf ssa: configuration services http> show
Properti es:

<status>= online

require_login = true

protocols = http/https

listen_port = 80

https_port = 443

Create a network interface to be used exclusively for data. An existing network inter-
face may also be used. The following example illustrates how to make a network inter-
face for data traffic flow only.

3 Note

For better performance and reliability, it is recommended to configure a
separate subnet exclusively for data traffic in your cloud environment.

zfssa: > configuration net interfaces

zfssa: configuration net interfaces> sel ect igbx

zf ssa: configuration net interfaces igbx> set adm n=fal se
zf ssa: configuration net interfaces igbx> conm t

For clustered controller systems, the following verification is required in addition to the
above steps. Skip this step if a standalone system is used.

zfssa: > configuration cluster resources |ist

Verify that both the newly created pool and the network interface are of type "si n-
gl et on" and are not locked to the current controller. This approach ensures that the
pool and the interface used for data always belong to the active controller, regard-
less of the current state of the cluster. Verify that both the network interface used for
management and data, and the storage pool belong to the same head.

3 Note

There will be a short service interruption during failback/takeover, but
once the process is complete, the driver should be able to access the ZFSSA
for data as well as for management.

Cinder service configuration

1.

Define the following required properties in the ci nder . conf configuration file:

vol ume_dri ver = cinder.volune.drivers. zf ssa. zf ssanf s. ZFSSANFSDr i ver
san_i p = nyhost

san_|l ogi n = user nanme

san_password = password

zfssa data ip = nydata

zfssa_nfs_pool = mypool
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3 Note
Management interface san_i p can be used instead of zf ssa_dat a_i p,
but it is not recommended.

2.  You can also define the following additional properties in the ci nder . conf configu-
ration file:

zfssa_nfs_project = NFSProj ect

zf ssa_nfs_share = nfs_share

zf ssa_nfs_nmount _options =

zf ssa_nfs_share_conpression = of f
zfssa nfs_share_| ogbias = | atency
zfssa _https_port = 443

S Note
The driver does not use the file specified in the nf s_shar es_conf i g option.

DRAFT - Liberty - DRAFT - Liberty -

, Driver options

The Oracle ZFS Storage Appliance NFS driver supports these options:

Table 2.36. Description of ZFS Storage Appliance NFS driver configuration

options

Configuration option = Default value ‘ Description

[DEFAULT]

zfssa_data_i p=None (StrOpt) Data path IP address

zfssa_https_port =443 (StrOpt) HTTPS port number

zfssa_nfs_nount _options = (StrOpt) Options to be passed while mounting share over
nfs

zf ssa_nfs_pool = (StrOpt) Storage pool name.

zf ssa_nfs_proj ect =NFSProj ect (StrOpt) Project name.

zfssa_nfs_share=nfs_share (StrOpt) Share name.

zfssa_nfs_share_conpressi on=of f (StrOpt) Data compression.

zfssa_nfs_share_| oghi as =1 at ency (StrOpt) Synchronous write bias-latency, throughput.

zfssa_rest_timeout =None (IntOpt) REST connection timeout. (seconds)

This driver shares additional NFS configuration options with the generic NFS driver. For
a description of these, see Table 2.23, “Description of NFS storage configuration op-
tions” [94].

Backup drivers

This section describes how to configure the ci nder - backup service and its drivers.

The volume drivers are included with the Block Storage repository (https://
git.openstack.org/cgit/openstack/cinder/). To set a backup driver, use the
backup_dri ver flag. By default there is no backup driver enabled.
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Ceph backup driver

The Ceph backup driver backs up volumes of any type to a Ceph back-end store. The driv-
er can also detect whether the volume to be backed up is a Ceph RBD volume, and if so, it
tries to perform incremental and differential backups.

For source Ceph RBD volumes, you can perform backups within the same Ceph pool (not
recommended). You can also perform backups between different Ceph pools and between
different Ceph clusters.

At the time of writing, differential backup support in Ceph/librbd was quite new. This driv-
er attempts a differential backup in the first instance. If the differential backup fails, the
driver falls back to full backup/copy.

If incremental backups are used, multiple backups of the same volume are stored as snap-
shots so that minimal space is consumed in the backup store. It takes far less time to restore
a volume than to take a full copy.

Q Note

Block Storage enables you to:

* Restore to a new volume, which is the default and recommended action.

* Restore to the original volume from which the backup was taken. The restore
action takes a full copy because this is the safest action.

To enable the Ceph backup driver, include the following option in the ci nder . conf file:

backup_driver = cinder. backup.drivers. ceph

The following configuration options are available for the Ceph backup driver.

Table 2.37. Description of Ceph backup driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

backup_ceph_chunk_si ze =134217728 (IntOpt) The chunk size, in bytes, that a backup is broken
into before transfer to the Ceph object store.

backup_ceph_conf =/ et c/ ceph/ ceph. conf (StrOpt) Ceph configuration file to use.

backup_ceph_pool =backups (StrOpt) The Ceph pool where volume backups are stored.

backup_ceph_stripe_count =0 (IntOpt) RBD stripe count to use when creating a backup
image.

backup_ceph_stripe_unit =0 (IntOpt) RBD stripe unit to use when creating a backup im-
age.

backup_ceph_user =ci nder (StrOpt) The Ceph user to connect with. Default here is

to use the same user as for Cinder volumes. If not using
cephx this should be set to None.

restore_di scard_excess_bytes =True (BoolOpt) If True, always discard excess bytes when restor-
ing volumes i.e. pad with zeroes.

This example shows the default options for the Ceph backup driver.
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backup_ceph_conf =/ et c/ ceph/ ceph. conf
backup_ceph_user = ci nder
backup_ceph_chunk_si ze = 134217728
backup_ceph_pool = backups
backup_ceph_stripe_unit = 0
backup_ceph_stripe_count = 0

IBM Tivoli Storage Manager backup driver

The IBM Tivoli Storage Manager (TSM) backup driver enables performing volume backups
to a TSM server.

The TSM client should be installed and configured on the machine running the ci n-
der - backup service. See the IBM Tivoli Storage Manager Backup-Archive Client Installa-
tion and User's Guide for details on installing the TSM client.

To enable the IBM TSM backup driver, include the following option in ci nder . conf :

backup_driver = cinder. backup.drivers.tsm

The following configuration options are available for the TSM backup driver.

Table 2.38. Description of IBM Tivoli Storage Manager backup driver
configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

backup_t sm conpressi on=True (BoolOpt) Enable or Disable compression for backups

backup_t sm passwor d =password (StrOpt) TSM password for the running username

backup_t sm vol unme_pr efi x =backup (StrOpt) Volume prefix for the backup id when backing up
to TSM

This example shows the default options for the TSM backup driver.

backup_t sm vol une_prefi x = backup
backup_t sm password = password
backup_t sm conpressi on = True

Swift backup driver

The backup driver for the swift back end performs a volume backup to an object storage
system.

To enable the swift backup driver, include the following option in the ci nder . conf file:

backup_driver = cinder. backup.drivers.sw ft

The following configuration options are available for the Swift back-end backup driver.

Table 2.39. Description of Swift backup driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

backup_swi ft_aut h=per_user (StrOpt) Swift authentication mechanism

backup_swi ft_auth_version=1 (StrOpt) Swift authentication version. Specify "1" for auth
1.0, or "2" for auth 2.0
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Configuration option = Default value

Description

backup_swi ft _bl ock_si ze =32768

(IntOpt) The size in bytes that changes are tracked for in-
cremental backups. backup_swift_object_size has to be
multiple of backup_swift_block_size.

backup_swi ft _cont ai ner =vol unmebackups

(StrOpt) The default Swift container to use

backup_swi ft_enabl e_progress_ti mer =True

(BoolOpt) Enable or Disable the timer to send the periodic
progress notifications to Ceilometer when backing up the

volume to the Swift backend storage. The default value is

True to enable the timer.

backup_swi ft _key =None

(StrOpt) Swift key for authentication

backup_sw ft _obj ect _si ze =52428800

(IntOpt) The size in bytes of Swift backup objects

backup_swi ft_retry_attenpts=3

(IntOpt) The number of retries to make for Swift opera-
tions

backup_swi ft_retry_backoff =2

(IntOpt) The backoff time in seconds between Swift retries

backup_swi ft_t enant =None

(StrOpt) Swift tenant/account name. Required when con-
necting to an auth 2.0 system

backup_swi ft _url =None

(StrOpt) The URL of the Swift endpoint

backup_swi ft _user =None

(StrOpt) Swift user name

swi ft_catal og_i nfo=o0b-
ject-store:sw ft:publicURL

(StrOpt) Info to match when looking for swift in the ser-
vice catalog. Format is: separated values of the form:
<service_type>:<service_name>:<endpoint_type> - Only
used if backup_swift_url is unset

To enable the swift backup driver for 1.0 or 2.0 authentication version, specify 1 or 2 corre-

spondingly. For example:

backup_swi ft _auth_version = 2

In addition, the 2.0 authentication system requires backup_swi ft _t enant setting:

backup_swi ft _tenant = <None>

This example shows the default options for the Swift back-end backup driver.

backup_swi ft _url
backup_swi ft _auth = per_user
backup_swi ft _auth _version = 1
backup_swi ft _user = <None>

backup_swi ft _key = <None>

backup_swi ft _cont ai ner = vol unebackups
backup_swi ft _obj ect _size = 52428800
backup_swift _retry attenpts = 3
backup_swi ft_retry_backoff = 2
backup_conpressi on_al gorithm= zlib

NFS backup driver

The backup driver for the NFS back end backs
backup repository.

To enable the NFS backup driver, include the f
the ci nder . conf file:

backup_driver =

The following configuration options are availa

= http://| ocal host: 8080/ v1/ AUTH_

up volumes of any type to an NFS exported

ollowing option in the [ DEFAULT] section of

ci nder . backup. dri vers. nfs

ble for the NFS back-end backup driver.
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Table 2.40. Description of NFS backup driver configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

backup_cont ai ner =None (StrOpt) Custom container to use for backups.
backup_enabl e_progress_timer =True (BoolOpt) Enable or Disable the timer to send the periodic

progress notifications to Ceilometer when backing up the
volume to the backend storage. The default value is True
to enable the timer.

backup_file_size=1999994880 (IntOpt) The maximum size in bytes of the files used
to hold backups. If the volume being backed up ex-
ceeds this size, then it will be backed up into mul-
tiple files. backup_file_size must be a multiple of
backup_sha_block_size_bytes.

backup_nount _opti ons = None (StrOpt) Mount options passed to the NFS client. See NFS
man page for details.

backup_mpunt _poi nt _base =$st at e_pat h/ (StrOpt) Base dir containing mount point for NFS share.
backup_nount

backup_sha_bl ock_si ze_byt es =32768 (IntOpt) The size in bytes that changes are tracked for in-
cremental backups. backup_file_size has to be multiple of
backup_sha_block_size_bytes.

backup_shar e = None (StrOpt) NFS share in fqdn:path, ipv4addr:path, or
"[ipv6addr]:path" format.

Block Storage sample configuration files

All the files in this section can be found in/ et ¢/ ci nder.

cinder.conf

The ci nder . conf fileisinstalled in/ et ¢/ ci nder by default. When you manually install
the Block Storage service, the options in the ci nder . conf file are set to default values.

The ci nder . conf file contains most of the options to configure the Block Storage service.

[ DEFAULT]
#
# Options defined in oslo.messagi ng
#
# ZeroM) bi nd address. Should be a wildcard (*), an ethernet
# interface, or IP. The "host" option should point or resolve
# to this address. (string val ue)
#r pc_zng_bi nd_addr ess=*

# Mat chMaker driver. (string val ue)
#r pc_znm_mat chnmaker =| ocal

# ZeroMQ receiver listening port. (integer val ue)
#rpc_znmg_port=9501

# Nunmber of ZeroMQ contexts, defaults to 1. (integer val ue)
#rpc_zng_cont ext s=1

# Maxi mum nunber of ingress messages to locally buffer per
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# topic. Default is unlimted. (integer val ue)
#rpc_zng_t opi c_backl og=<None>

# Directory for holding | PC sockets. (string val ue)
#rpc_zmg_i pc_di r=/var/run/ openst ack

# Nanme of this node. Must be a valid hostnanme, FQDN, or IP

# address. Must match "host" option, if running Nova. (string
# val ue)

#rpc_zng_host =ci nder

# Seconds to wait before a cast expires (TTL). Only supported
# by inmpl _zng. (integer val ue)
#r pc_cast _ti meout =30

# Heartbeat frequency. (integer val ue)
#mat chmaker _heart beat freg=300

# Heartbeat tine-to-live. (integer val ue)
#mat chmaker _heart beat ttl =600

# Size of RPC thread pool. (integer value)
#rpc_t hr ead_pool _si ze=64

# Driver or drivers to handle sending notifications. (multi
# val ued)
#notification_driver=

# AMP topic used for OpenStack notifications. (list val ue)
# Deprecated group/name - [rpc_notifier2]/topics
#noti fication_topics=notifications

# Seconds to wait for a response froma call. (integer val ue)
#rpc_response_ti neout =60

# A URL representing the nmessaging driver to use and its ful
# configuration. If not set, we fall back to the rpc_backend
# option and driver specific configuration. (string val ue)
#transport _url =<None>

# The messaging driver to use, defaults to rabbit. Ot her
# drivers include qpid and znmg. (string val ue)
#r pc_backend=r abbi t

# The default exchange under which topics are scoped. May be
# overridden by an exchange name specified in the

# transport_url option. (string val ue)

#cont r ol _exchange=openst ack

#
# Options defined in cinder.exception
#

# Make exception nessage format errors fatal. (bool ean val ue)
#f atal _exception_format _errors=fal se

#
# Options defined in cinder.quota
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#

# Nunber of volunes al |l onwed per project (integer val ue)
#quot a_vol umes=10

# Nunber of volune snapshots all owed per project (integer
# val ue)
#quot a_snapshot s=10

# Nunber of consistencygroups all owed per project (integer
# val ue)
#quot a_consi st encygr oups=10

# Total anpunt of storage, in gigabytes, allowed for vol unes
# and snapshots per project (integer val ue)
#quot a_gi gabyt es=1000

# Nunber of vol une backups al |l owed per project (integer val ue)
#quot a_backups=10

# Total ampunt of storage, in gigabytes, allowed for backups
# per project (integer value)
#quot a_backup_gi gabyt es=1000

# Nunber of seconds until a reservation expires (integer
# val ue)
#reservati on_expi re=86400

# Count of reservations until usage is refreshed (integer
# val ue)
#until _refresh=0

# Nunber of seconds between subsequent usage refreshes
# (integer val ue)
#max_age=0

# Default driver to use for quota checks (string val ue)
#quot a_dri ver =ci nder. quot a. DbQuot aDri ver

# Enabl es or disables use of default quota class with default
# quota. (bool ean val ue)
#use_default _quota cl ass=true

#

# Options defined in cinder.service

#

# Interval, in seconds, between nodes reporting state to

# datastore (integer val ue)
#report _interval =10

# Interval, in seconds, between running periodic tasks
# (integer val ue)
#peri odi c_i nt er val =60

# Range, in seconds, to randomy delay when starting the

# periodic task schedul er to reduce stanpedi ng. (D sable by
# setting to 0) (integer val ue)

#periodi c_fuzzy_ del ay=60
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# | P address on which OpenStack Vol ume APl |istens (string
# val ue)
#osapi _vol ume_Il i sten=0.0.0.0

# Port on which OpenStack Vol une APl |istens (integer val ue)
#osapi _vol ume_I i sten_port =8776

# Nunber of workers for OpenStack Volume APl service. The

# default is equal to the number of CPUs avail able. (integer
# val ue)

#osapi _vol ume_wor ker s=<None>

Options defined in cinder.ssh utils

H H H

# Option to enable strict host key checking. Wen set to

# "True" Cinder will only connect to systems with a host key

# present in the configured "ssh_hosts key file". Wen set to
# "Fal se" the host key will be saved upon first connection and
# used for subsequent connections. Default=False (bool ean

# val ue)

#strict_ssh_host_key policy=fal se

# File containing SSH host keys for the systens with which
# Ci nder needs to communi cate. OPTI ONAL:

# Def aul t =$st at e_pat h/ ssh_known_hosts (string val ue)
#ssh_hosts_key_fi |l e=$st at e_pat h/ ssh_known_host s

#
# Options defined in cinder.test
#

# File name of clean sqlite db (string val ue)
#sqlite_cl ean_db=cl ean.sqglite

Options defined in cinder.wsgi

H H

# Maxi mum | i ne size of nmessage headers to be accepted

# max_header _|ine nmay need to be increased when using | arge
# tokens (typically those generated by the Keystone v3 API
# with big service catal ogs). (integer val ue)
#max_header _| i ne=16384

# Tineout for client connections' socket operations. If an

# incom ng connection is idle for this nunber of seconds it

# will be closed. A value of '0" nmeans wait forever. (integer
# val ue)

#cl i ent _socket ti nmeout =900

# |If False, closes the client socket connection explicitly.
# Setting it to True to maintain backward conpatibility.

# Recommended setting is set it to False. (bool ean val ue)
#wsgi _keep_al i ve=true
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# Sets the val ue of TCP_KEEPALI VE (True/ Fal se) for each server
# socket. (bool ean val ue)
#t cp_keepal i ve=t rue

# Sets the value of TCP_KEEPIDLE in seconds for each server
# socket. Not supported on OS X. (integer val ue)
#t cp_keepi dl e=600

# Sets the value of TCP_KEEPI NTVL in seconds for each server
# socket. Not supported on OS X. (integer val ue)
#t cp_keepal i ve_i nt er val =<None>

# Sets the val ue of TCP_KEEPCNT for each server socket. Not
# supported on OS X. (integer val ue)
#t cp_keepal i ve_count =<None>

# CA certificate file to use to verify connecting clients
# (string val ue)
#ssl _ca_fil e=<None>

# Certificate file to use when starting the server securely
# (string val ue)
#ssl _cert _fil e=<None>

# Private key file to use when starting the server securely
# (string val ue)
#ssl _key_fil e=<None>

#
# Options defined in cinder.api.conmon
#

# The maxi mum nunber of itens that a collection resource
# returns in a single response (integer val ue)
#osapi _max_I|im t=1000

# Base URL that will be presented to users in links to the

# OpenStack Volune APl (string val ue)

# Deprecated group/name - [ DEFAULT]/ osapi _conpute_link_prefix
#osapi _vol une_base_ URL=<None>

#
# Options defined in cinder.api.mddl eware. auth
#

# Treat X-Forwarded-For as the canonical renote address. Only
# enable this if you have a sanitizing proxy. (bool ean val ue)
#use_f orwar ded_f or =f al se

#
# Options defined in cinder.api.nddl eware. sizelimt
#

# Max size for body of a request (integer val ue)
#osapi _nmax_request _body_si ze=114688
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#
# Options defined in cinder.api.views.versions
#

# Public url to use for versions endpoint. The default is

# None, which will use the request's host _url attribute to

# popul ate the URL base. If Cinder is operating behind a

# proxy, you will want to change this to represent the proxy's
# URL. (string val ue)

#publ i c_endpoi nt =<None>

#
# Options defined in cinder.backup. chunkeddri ver
#

# Conpression algorithm (None to disable) (string val ue)
#backup_conpressi on_al gorithmezli b

Options defined in cinder. backup.driver

H* H H*

# Backup netadata version to be used when backi ng up vol une
# metadata. If this nunber is bunped, nmake sure the service
# doing the restore supports the new version. (integer val ue)
#backup_net adat a_ver si on=2

# The nunmber of chunks or objects, for which one Ceil oneter
# notification will be sent (integer val ue)
#backup_obj ect _nunber _per _notifi cati on=10

# Interval, in seconds, between two progress notifications
# reporting the backup status (integer val ue)
#backup_ti mer _i nt erval =120

#
# Options defined in cinder.backup.drivers. ceph
#

# Ceph configuration file to use. (string val ue)
#backup_ceph_conf =/ et c/ ceph/ ceph. conf

# The Ceph user to connect with. Default here is to use the
# sane user as for Cinder volunes. If not using cephx this
# shoul d be set to None. (string val ue)
#backup_ceph_user =ci nder

# The chunk size, in bytes, that a backup is broken into
# before transfer to the Ceph object store. (integer val ue)
#backup_ceph_chunk_si ze=134217728

# The Ceph pool where vol une backups are stored. (string
# val ue)
#backup_ceph_pool =backups

# RBD stripe unit to use when creating a backup inage.
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# (integer val ue)
#backup_ceph_stri pe_unit=0

# RBD stripe count to use when creating a backup imge
# (integer val ue)
#backup_ceph_stri pe_count =0

# If True, always discard excess bytes when restoring vol unes

# i.e. pad with zeroes. (bool ean val ue)
#restore_di scard_excess_bytes=true

Opti ons defined in cinder.backup.drivers.nfs

H* H H

# The maxi mum size in bytes of the files used to hold backups.
# | f the vol une bei ng backed up exceeds this size, then it

# will be backed up into nmultiple files. (integer val ue)
#backup_fil e_si ze=1999994880

# The size in bytes that changes are tracked for increnental
# backups. backup_swi ft_object_size has to be nmultiple of

# backup_swi ft_bl ock_size. (integer val ue)
#backup_sha_bl ock_si ze_byt es=32768

# Enable or Disable the tinmer to send the periodic progress

# notifications to Ceil ometer when backing up the volunme to

# the backend storage. The default value is True to enable the
# tinmer. (bool ean val ue)

#backup_enabl e_progress_ti ner=true

# Base dir containing mount point for NFS share. (string
# val ue)
#backup_nount _poi nt _base=$st at e_pat h/ backup_nount

# NFS share in fqdn: path, ipvdaddr:path, or "[ipv6addr]: path"
# format. (string val ue)
#backup_shar e=<None>

# Mount options passed to the NFS client. See NFS man page for
# details. (string val ue)
#backup_rount _opti ons=<None>

# Custom contai ner to use for backups. (string val ue)
#backup_cont ai ner =<None>

#
# Options defined in cinder. backup. drivers. swi ft
#

# The URL of the Swift endpoint (string val ue)
#backup_swi ft _url =<None>

# Info to match when | ooking for swift in the service catal og
# Format is: separated values of the form

# <service_type>: <servi ce_nanme>: <endpoi nt _type> - Only used if
# backup_swi ft _url is unset (string val ue)

#swi ft _cat al og_i nf o=obj ect-store: sw ft: publicURL
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# Swift authentication mechanism (string val ue)
#backup_swi ft _aut h=per _user

# Swift authentication version. Specify "1" for auth 1.0, or
# "2" for auth 2.0 (string val ue)
#backup_swi ft _auth_versi on=1

# Swift tenant/account name. Required when connecting to an
# auth 2.0 system (string val ue)
#backup_swi ft _t enant =<None>

# Swift user name (string val ue)
#backup_swi ft _user =<None>

# Swift key for authentication (string val ue)
#backup_swi ft _key=<None>

# The default Swift container to use (string val ue)
#backup_swi ft _cont ai ner =vol umebackups

# The size in bytes of Swift backup objects (integer val ue)
#backup_swi ft _obj ect _si ze=52428800

# The size in bytes that changes are tracked for increnental
# backups. backup_swi ft_object _size has to be multiple of

# backup_swi ft_bl ock_size. (integer val ue)

#backup_swi ft _bl ock_si ze=32768

# The nunber of retries to nake for Swift operations (integer

# val ue)
#backup_swi ft_retry_attenpts=3

# The backoff tine in seconds between Swift retries (integer
# val ue)
#backup_swi ft _retry_backof f =2

# Enable or Disable the tinmer to send the periodic progress
# notifications to Ceil ometer when backing up the volune to
# the Swift backend storage. The default value is True to
# enable the tinmer. (bool ean val ue)

#backup_sw ft_enabl e_progress_tiner=true

#
# Options defined in cinder.backup.drivers.tsm
#

# Vol ume prefix for the backup id when backing up to TSM
# (string val ue)
#backup_t sm vol une_pr ef i x=backup

# TSM password for the running usernane (string val ue)
#backup_t sm passwor d=password

# Enabl e or Di sabl e conpression for backups (bool ean val ue)
#backup_t sm_conpr essi on=true

130



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty
ence

# Options defined in cinder.backup. manager
#

# Driver to use for backups. (string val ue)
# Deprecated group/nane - [DEFAULT]/backup_service
#backup_dri ver=ci nder. backup. dri vers. sw ft

#
# Options defined in cinder.cnd. vol une
#

# Backend override of host value. (string val ue)
# Deprecated group/nanme - [ DEFAULT]/ host
#backend_host =<None>

#
# Options defined in cinder.cnd.vol une_usage_audi t
#

# If this option is specified then the start tinme specified is
# used instead of the start tinme of the [ast conpleted audit

# period. (string val ue)

#start _ti me=<None>

# If this option is specified then the end time specified is
# used instead of the end time of the |last conpleted audit

# period. (string val ue)

#end_t i me=<None>

# Send the vol ume and snapshot create and del ete notifications
# generated in the specified period. (bool ean val ue)
#send_act i ons=f al se

#
# Options defined in cinder.conmon. config
#

# File name for the paste.deploy config for cinder-api (string
# val ue)
#api _paste_confi g=api - paste.in

# Top-level directory for maintaining cinder's state (string
# val ue)

# Deprecated group/name - [ DEFAULT]/ pybasedir

#st at e_pat h=/var/li b/ ci nder

# | P address of this host (string val ue)
#ny_i p=10.0.0. 1

# Default glance host nane or IP (string val ue)
#gl ance_host =$ny_i p

# Default glance port (integer val ue)
#gl ance_port =9292

# A list of the glance APl servers avail able to cinder
# ([ hostname|ip]:port) (list value)
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#gl ance_api _server s=$gl ance_host : $gl ance_port

# Version of the glance APl to use (integer val ue)
#gl ance_api _ver si on=1

# Nunber retries when downl oadi ng an i mage from gl ance
# (i nteger val ue)
#gl ance_numretri es=0

# Allow to performinsecure SSL (https) requests to gl ance
# (bool ean val ue)
#gl ance_api _i nsecur e=f al se

# Enabl es or disabl es negotiation of SSL | ayer conpression. In
# sone cases disabling conpression can inprove data

# throughput, such as when hi gh network bandwi dth is avail able
# and you use conpressed inmage formats |ike qcow2. (bool ean

# val ue)

#gl ance_api _ssl _conpr essi on=f al se

# Location of ca certificates file to use for glance client
# requests. (string val ue)
#gl ance_ca_certificates_fil e=<None>

# http/https tineout value for glance operations. If no val ue
# (None) is supplied here, the glanceclient default value is
# used. (integer val ue)

#gl ance_r equest _t i meout =<None>

# The topic that schedul er nodes listen on (string val ue)
#schedul er _t opi c=ci nder - schedul er

# The topic that volume nodes listen on (string val ue)
#vol unme_t opi c=ci nder - vol une

# The topic that vol ume backup nodes listen on (string val ue)
#backup_t opi c=ci nder - backup

# DEPRECATED: Depl oy vl of the G nder API. (bool ean val ue)
#enabl e_v1_api =true

# Deploy v2 of the Cinder API. (bool ean val ue)
#enabl e_v2_api =t rue

# Enabl es or disables rate Iimt of the API. (bool ean val ue)
#api _rate_|limt=true

# Specify list of extensions to | oad when using

# osapi _vol ume_extensi on option with

# cinder.api.contrib. sel ect_extensions (list val ue)
#osapi _vol une_ext _|ist=

# osapi volume extension to load (multi val ued)
#osapi _vol ume_ext ensi on=ci nder. api . contri b. st andar d_ext ensi ons

# Full class name for the Manager for volume (string val ue)
#vol ume_manager =ci nder . vol une. manager . Vol umeManager

# Full class nane for the Manager for vol ume backup (string
# val ue)
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#backup_manager =ci nder . backup. manager . BackupManager

# Full class name for the Manager for schedul er (string val ue)
#schedul er _manager =ci nder . schedul er. manager . Schedul er Manager

# Nanme of this node. This can be an opaque identifier. It is
# not necessarily a host nane, FQDN, or |IP address. (string
# val ue)

#host =ci nder

# Avail ability zone of this node (string val ue)
#storage_avail ability_ zone=nova

# Default availability zone for new volumes. If not set, the
# storage_availability_zone option value is used as the

# default for new volunes. (string val ue)

#def aul t _avai |l abi | ity_zone=<None>

# Default volune type to use (string val ue)
#def aul t _vol une_t ype=<None>

# Tine period for which to generate vol une usages. The options
# are hour, day, nonth, or year. (string val ue)
#vol une_usage_audi t _peri od=nont h

# Path to the rootwap configuration file to use for running
# commuands as root (string val ue)
#r oot wr ap_confi g=/ et c/ ci nder/ r oot w ap. conf

# Enabl e nonkey patchi ng (bool ean val ue)
#nmonkey_pat ch=f al se

# List of nodul es/decorators to nmonkey patch (list val ue)
#nmonkey_ pat ch_nodul es=

# Maxi mumtinme since |ast check-in for a service to be
# consi dered up (integer val ue)
#servi ce_down_t i me=60

# The full class nanme of the volume APl class to use (string
# val ue)
#vol une_api _cl ass=ci nder. vol une. api . API

# The full class name of the vol ume backup APl class (string
# val ue)
#backup_api _cl ass=ci nder. backup. api . API

# The strategy to use for auth. Supports noauth, keystone, and
# deprecated. (string val ue)
#aut h_strat egy=noaut h

# A list of backend names to use. These backend nanes shoul d
# be backed by a unique [CONFIG group with its options (Ilist
# val ue)

#enabl ed_backends=<None>

# Whet her snapshots count agai nst gi gabyte quota (bool ean
# val ue)
#no_snapshot _gb_quot a=f al se
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# The full class name of the volume transfer APl class (string
# val ue)
#t ransfer _api _cl ass=ci nder. transfer. api.API

# The full class nane of the volune replication APl cl ass
# (string val ue)
#replication_api_class=ci nder.replication.api.API

# The full class name of the consistencygroup APl class
# (string val ue)
#consi st encygr oup_api _cl ass=ci nder. consi st encygr oup. api . API

# OpenStack privil eged account usernane. Used for requests to
# ot her services (such as Nova) that require an account with
# special rights. (string val ue)

#os_privil eged_user _nane=<None>

# Password associated with the OpenStack privil eged account.
# (string val ue)
#os_privi | eged_user _passwor d=<None>

# Tenant nanme associated with the OpenStack privil eged
# account. (string val ue)
#os_privi |l eged_user _t enant =<None>

#
# Options defined in cinder.conpute
#

# The full class name of the conpute APl class to use (string
# val ue)
#conput e_api _cl ass=ci nder . conput e. nova. API

#

# Options defined in cinder.conpute. nova

#

# Match this val ue when searching for nova in the service

# catal og. Format is: separated values of the form

# <service_type>: <servi ce_nanme>: <endpoi nt _type> (string val ue)
#nova_cat al og_i nf o=conput e: Conput e Servi ce: publ i cURL

# Sanme as nova_catalog info, but for admin endpoint. (string
# val ue)
#nova_cat al og_admni n_i nf o=conput e: Conput e Servi ce: adm nURL

# Override service catal og | ookup with tenplate for nova
# endpoint e.g. http://|ocal host: 8774/ v2/ % project _id)s
# (string val ue)

#nova_endpoi nt _t enpl at e=<None>

# Sane as nova_endpoint _tenplate, but for adm n endpoint.
# (string val ue)
#nova_endpoi nt _adm n_t enpl at e=<None>

# Region nane of this node (string val ue)
#0s_r egi on_nane=<None>
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# Location of ca certificates file to use for nova client
# requests. (string val ue)
#nova_ca_certificates_fil e=<None>

# Allow to performinsecure SSL requests to nova (bool ean
# val ue)
#nova_api _i nsecur e=f al se

#
# Options defined in cinder.db.ap
#

# Services to be added to the avail abl e pool on create
# (bool ean val ue)
#enabl e_new_servi ces=true

# Tenpl ate string to be used to generate vol une names (string
# val ue)
#vol une_nane_t enpl at e=vol une- %

# Tenpl ate string to be used to generate snapshot nanes
# (string val ue)
#snapshot _nane_t enpl at e=snapshot - %

# Tenpl ate string to be used to generate backup names (string
# val ue)
#backup_name_t enpl at e=backup- %

#
# Options defined in cinder.db. base
#

# Driver to use for database access (string val ue)
#db_dri ver =ci nder . db

#
# Options defined in cinder.inage.glance
#

# Default core properties of image (list val ue)
#gl ance_core_properti es=checksum cont ai ner _f or mat, di sk_f ormat, i mage_nane,
i mage_id, m n_di sk, m n_ram nane, si ze

# A list of url schenes that can be downl oaded directly via
# the direct_url. Currently supported schenmes: [file]. (list
# val ue)

#al | owed_direct _url _schenes=

#
# Options defined in cinder.inage.inmage_utils
#

# Directory used for tenporary storage during i mage conversion
# (string val ue)
#i mage_conver si on_di r =$st at e_pat h/ conver si on
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Opti ons defined in cinder. openstack. conmon. event | et _backdoor

H H

Enabl e event| et backdoor. Acceptable values are 0, <port>,
and <start>:<end> where O results in listening on a random
tcp port nunmber; <port> results in listening on the

speci fied port number (and not enabling backdoor if that
port is in use); and <start>:<end> results in |istening on
the small est unused port nunber within the specified range
of port nunbers. The chosen port is displayed in the
service's log file. (string val ue)

backdoor _port=<None>

H R H K HHHHH

#
# Options defined in cinder.openstack. conmon. peri odi c_t ask
#

# Sonme periodic tasks can be run in a separate process. Should
# we run them here? (bool ean val ue)
#run_ext ernal _peri odi c_t asks=true

#
# Options defined in cinder.openstack. common. policy
#

# The JSON file that defines policies. (string val ue)
#policy_file=policy.json

# Default rule. Enforced when a requested rule is not found
# (string val ue)
#pol i cy_def aul t _rul e=def aul t

# Directories where policy configuration files are stored.

# They can be relative to any directory in the search path

# defined by the config dir option, or absolute paths. The

# file defined by policy file nmust exist for these directories
# to be searched. Mssing or enpty directories are ignored

# (multi val ued)

#pol i cy_dirs=policy.d

#
# Options defined in cinder.openstack.comon. versionutils
#

# Enabl es or disables fatal status of deprecations. (bool ean
# val ue)
#f at al _depr ecati ons=f al se

#
# Options defined in cinder.schedul er.driver
#

# The schedul er host manager class to use (string val ue)
#schedul er _host _manager =ci nder . schedul er. host _manager . Host Manager
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# Maxi mum nunmber of attenpts to schedul e an vol une (i nteger
# val ue)
#schedul er _max_att enpt s=3

#
# Options defined in cinder.schedul er. host _manager
#

# Which filter class nanmes to use for filtering hosts when not

# specified in the request. (list value)

#schedul er _default _filters=AvailabilityZoneFilter, CapacityFilter,
CapabilitiesFilter

# Whi ch wei gher cl ass nanmes to use for weighing hosts. (list
# val ue)
#schedul er _def aul t _wei gher s=Capaci t yWei gher

#
# Options defined in cinder.schedul er. manager
#

# Default schedul er driver to use (string val ue)
#schedul er _dri ver=ci nder. schedul er.filter_schedul er. FilterSchedul er

#
# Options defined in cinder.schedul er. schedul er_opti ons
#

# Absolute path to schedul er configuration JSON file. (string
# val ue)
#schedul er _j son_confi g_| ocati on=

#

# Options defined in cinder.schedul er.sinple

#

# This configure option has been deprecated along with the

# Si npl eSchedul er. New scheduler is able to gather capacity

# information for each host, thus setting the maxi mum nunber

# of vol ume gi gabytes for host is no | onger needed. It's safe
# to renove this configure fromcinder.conf. (integer val ue)
#max_gi gabyt es=10000

#
# Options defined in cinder.schedul er.wei ghts. capacity
#

# Multiplier used for weighing volune capacity. Negative
# nunbers nmean to stack vs spread. (floating point val ue)
#capacity_weight_nultiplier=1.0

# Multiplier used for weighing volunme capacity. Negative
# nunbers nmean to stack vs spread. (floating point val ue)
#al | ocat ed_capacity_weight_nmultiplier=-1.0
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#

# Options defined in cinder.schedul er.wei ghts. vol ume_nunber

#

# Multiplier used for weighing vol ume nunber. Negative numbers
# mean to spread vs stack. (floating point val ue)
#vol ume_nunber _nmul tiplier=-1.0

#
# Options defined in cinder.transfer.ap
#

# The nunber of characters in the salt. (integer val ue)
#vol une_transfer_salt_| engt h=8

# The nunber of characters in the autogenerated auth key.
# (integer val ue)
#vol une_transfer_key | engt h=16

#
# Options defined in cinder.vol une. api
#

# Cache vol ume availability zones in nmenory for the provided
# duration in seconds (integer val ue)
#az_cache_dur ati on=3600

# Create volune from snapshot at the host where snapshot
# resides (bool ean val ue)
#snapshot _same_host =t r ue

# Ensure that the new volunes are the sane AZ as snapshot or
# source vol une (bool ean val ue)
#cl oned_vol unme_sane_az=true

#
# Options defined in cinder.vol unme.driver
#

# The maxi mum nunber of tines to rescan i SER targetto find
# vol ume (i nteger val ue)
#num i ser _scan_tri es=3

# This option is deprecated and unused. It will be renoved in
# the Liberty rel ease. (integer val ue)
#i ser _num t ar get s=<None>

# Prefix for i SER volunes (string val ue)
#i ser _target _prefix=i gn. 2010- 10. or g. openst ack:

# The | P address that the i SER daenon is |listening on (string
# val ue)
#i ser _i p_address=$my_i p

# The port that the i SER daenmon is listening on (integer
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# val ue)
#i ser _port =3260

# The name of the i SER target user-land tool to use (string
# val ue)
#i ser _hel per =t gt adm

# Nunber of tines to attenpt to run flakey shell comrands
# (integer val ue)
#num shel | _tries=3

# The percentage of backend capacity is reserved (integer
# val ue)
#reserved_per cent age=0

# This option is deprecated and unused. It will be renoved in
# the Liberty rel ease. (integer val ue)
#i scsi _num t ar get s=<None>

# Prefix for iSCSI volunes (string val ue)
#i scsi _target _prefix=ign.2010-10. or g. openst ack

# The | P address that the i SCSI daenpn is listening on (string

# val ue)
#i scsi_i p_address=$ny_ip

# The list of secondary |P addresses of the i SCSI daenobn (list
# val ue)
#i scsi _secondary_i p_addresses=

# The port that the i SCSI daenmon is |listening on (integer
# val ue)
#i scsi _port =3260

# The maxi mum nunber of tines to rescan targets to find vol une

# (integer val ue)
# Deprecated group/nanme - [DEFAULT]/num.iscsi_scan_tries
#num vol ume_devi ce_scan_tri es=3

# The backend nane for a given driver inplenentation (string
# val ue)
#vol ume_backend_nanme=<None>

# Do we attach/detach volunes in cinder using multipath for
# volume to inmage and i mage to vol une transfers? (bool ean
# val ue)

#use_nul ti path_for_i mage_xfer=fal se

# If this is set to True, attachnent of volunes for inage

# transfer will be aborted when nultipathd is not running

# Oherwise, it will fallback to single path. (bool ean val ue)
#enforce_nul tipath_for_i mage_xfer=fal se

# Met hod used to wipe old volumes (string val ue)
#vol une_cl ear=zero

# Size in MBto wipe at start of old volunes. 0 => al
# (integer val ue)
#vol ume_cl ear _si ze=0
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# The flag to pass to ionice to alter the i/o priority of the
# process used to zero a volune after deletion, for exanple

# "-c3" for idle only priority. (string val ue)

#vol unme_cl ear _i oni ce=<None>

# i SCSI target user-land tool to use. tgtadmis default, use
# lioadm for LIO iSCSI support, scstadm n for SCST target

# support, iseradmfor the |SER protocol, ietadm for i SCS

# Enterprise Target, iscsictl for Chelsio i SCSI Target or fake
# for testing. (string val ue)

#i scsi _hel per =t gt adm

# Volume configuration file storage directory (string val ue)
#vol umes_di r =$st at e_pat h/ vol unes

# | ET configuration file (string val ue)
#i et _conf=/etc/iet/ietd. conf

# Chiscsi (CXT) global defaults configuration file (string
# val ue)
#chi scsi _conf=/etc/chel sio-iscsi/chiscsi.conf

# This option is deprecated and unused. It will be renoved in
# the next release. (string val ue)
#lio_initiator_igns=

# Sets the behavior of the i SCSI target to either perform
# bl ockio or fileio optionally, auto can be set and Ci nder
# will autodetect type of backing device (string val ue)

#i scsi _iotype=fileio

# The default bl ock size used when copyi ng/cl earing vol unes
# (string val ue)
#vol une_dd_bl ocksi ze=1M

# The bl kio cgroup name to be used to linmt bandw dth of
# vol unme copy (string val ue)
#vol ume_copy_bl ki o_cgr oup_name=ci nder - vol une- copy

# The upper limt of bandw dth of volume copy. 0 => unlimted
# (integer val ue)
#vol une_copy_bps_|imt=0

# Sets the behavior of the i SCSI target to either perform

# wite-back(on) or wite-through(off). This paraneter is

# valid if iscsi_helper is set to tgtadmor iseradm (string
# val ue)

#i scsi _write_cache=on

# Determnes the i SCSI protocol for new i SCSI vol unes, created
# with tgtadmor |ioadmtarget helpers. In order to enable

# RDMA, this paraneter should be set with the value "iser".

# The supported i SCSI protocol values are "iscsi" and "iser".
# (string val ue)

#i scsi _prot ocol =i scs

# The path to the client certificate key for verification, if
# the driver supports it. (string val ue)
#driver_client_cert_key=<None>
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# The path to the client certificate for verification, if the
# driver supports it. (string val ue)
#driver_client _cert=<None>

# Tell driver to use SSL for connection to backend storage if
# the driver supports it. (boolean val ue)
#driver _use_ssl =fal se

# Float representation of the over subscription ratio when

# thin provisioning is involved. Default ratio is 20.0,

# neani ng provisioned capacity can be 20 times of the tota

# physical capacity. If the ratio is 10.5, it means

# provi sioned capacity can be 10.5 tines of the total physica
# capacity. Aratio of 1.0 neans provisioned capacity cannot
# exceed the total physical capacity. Aratio |ower than 1.0
# will be ignored and the default value will be used instead.
# (floating point val ue)

#max_over _subscription_rati 0=20.0

# Certain | SCSI targets have predefined target nanes, SCST
# target driver uses this name. (string val ue)
#scst _target _i gn_nanme=<None>

# SCST target inplenmentation can choose fromnultiple SCST
# target drivers. (string value)
#scst _target driver=iscs

# Option to enabl e/di sabl e CHAP aut hentication for targets
# (bool ean val ue)

# Deprecated group/name - [ DEFAULT]/eql x_use_chap
#use_chap_aut h=f al se

# CHAP user nane. (string val ue)
# Deprecated group/nane - [DEFAULT]/eql x_chap_I| ogin
#chap_user nane=

# Password for specified CHAP account nane. (string val ue)
# Deprecated group/name - [ DEFAULT]/eql x_chap_password
#chap_passwor d=

# Nanespace for driver private data values to be saved in
# (string val ue)
#dri ver _dat a_nanmespace=<None>

# String representation for an equation that will be used to
# filter hosts. Only used when the driver filter is set to be
# used by the Cinder scheduler. (string val ue)

#filter_functi on=<None>

# String representation for an equation that will be used to
# determ ne the goodness of a host. Only used when using the
# goodness weigher is set to be used by the C nder schedul er
# (string val ue)

#goodness_f unct i on=<None>

#
# Options defined in cinder.vol une.drivers. bl ock_devi ce
#
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# List of all available devices (list value)
#avai | abl e_devi ces=

#
# Options defined in cinder.volume.drivers. cl oudbyte. opti ons
#

# These values will be used for Cl oudByte storage's addQos AP

# call. (dict val ue)

#cb_add_gosgr oup=Il at ency: 15, i ops: 10, gr aceal | owed: f al se, i opscontrol : true,
mem i mt:0,throughput:O,tpcontrol:fal se, net wrkspeed: 0

# Driver will use this APl key to authenticate against the
# Cl oudByt e storage's nmanagenent interface. (string val ue)
#cb_api key=None

# C oudByte storage specific account nane. This maps to a
# project nane in OpenStack. (string val ue)
#cb_account _nane=None

# This corresponds to the name of Tenant Storage Machine (TSM
# in CoudByte storage. A volune will be created in this TSM
# (string val ue)

#cb_t sm name=None

# Aretry value in seconds. WIIl be used by the driver to
# check if volume creation was successful in C oudByte

# storage. (integer val ue)

#cb_confirmyvol ume_create_retry_interval =5

# WII confirma successful volunme creation in C oudByte
# storage by neking this many nunmber of attenpts. (integer
# val ue)

#cb_confirmyvol unme_create_retri es=3

# These values will be used for C oudByte storage's

# createVolume APl call. (dict val ue)

#cb_creat e_vol ume=conpr essi on: of f, dedupl i cati on: of f, bl ockl engt h: 512B,
sync: al ways, protocol type: | SCSI, recor dsi ze: 16k

#
# Options defined in cinder.volune.drivers. datera
#

# DEPRECATED: This will be renoved in the Liberty rel ease. Use
# san_l ogin and san_password instead. This directly sets the
# Datera APl token. (string val ue)

#dat er a_api _t oken=<None>

# Datera APl port. (string val ue)
#dat era_api _port=7717

# Datera APl version. (string val ue)
#dat er a_api _ver si on=1

# Nunber of replicas to create of an inode. (string val ue)
#dat era_num repl i cas=3
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#

# Options defined in cinder.volune.drivers. dell.dell_storagecenter_conmon

#

# Storage Center System Serial Nunber (integer val ue)
#del | _sc_ssn=64702

# Dell APl port (integer value)
#del | _sc_api _port=3033

# Nane of the server folder to use on the Storage Center
# (string val ue)
#del | _sc_server _f ol der =openst ack

# Nane of the volune folder to use on the Storage Center
# (string val ue)
#del | _sc_vol une_f ol der =openst ack

#
# Options defined in cinder.volune.drivers. ent. entc_vmax_conmon
#

# use this file for cinder enc plugin config data (string
# val ue)
#ci nder _ent_config_fil e=/etc/cinder/cinder_ent_config.xmn

#
# Options defined in cinder.volune.drivers. ent. ent_vnx_cl i
#

# VNX aut hentication scope type. (string val ue)
#st or age_vnx_aut henti cati on_t ype=gl oba

# Directory path that contains the VNX security file. Mke
# sure the security file is generated first. (string val ue)
#storage_vnx_security file_di r=<None>

# Navi seccli Path. (string val ue)
#navi seccl i _pat h=

# Storage pool nane. (string val ue)
#st or age_vnx_pool _name=<None>

# VNX secondary SP | P Address. (string val ue)
#san_secondary_i p=<None>

# Default timeout for CLI operations in mnutes. For exanple,
# LUN migration is a typical |ong running operation, which

# depends on the LUN size and the | oad of the array. An upper
# bound in the specific deploynent can be set to avoid

# unnecessary long wait. By default, it is 365 days |ong

# (i nteger val ue)
#def aul t _ti meout =525600

# Default max nunber of LUNs in a storage group. By default,
# the value is 255. (integer val ue)
#max_| uns_per _st or age_gr oup=255
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# To destroy storage group when the last LUN is renmoved from
# it. By default, the value is False. (bool ean val ue)
#destroy_enpty_st orage_gr oup=f al se

# Mappi ng between hostname and its i SCSI initiator IP
# addresses. (string val ue)
#i scsi _initiators=

# Automatically register initiators. By default, the value is
# Fal se. (bool ean val ue)
#initiator_auto_registrati on=fal se

# Automatically deregister initiators after the rel ated

# storage group is destroyed. By default, the value is Fal se.
# (bool ean val ue)

#initiator_auto_deregistration=fal se

# Report free_capacity_gb as 0 when the |imt to maxi mum
# nunber of pool LUNs is reached. By default, the value is
# Fal se. (bool ean val ue)
#check_max_pool _| uns_t hr eshol d=f al se

# Delete a LUN even if it is in Storage G oups. (bool ean
# val ue)
#force_del ete_| un_i n_st or agegr oup=f al se

#
# Options defined in cinder.volune.drivers.enc.xtrem o
#

# XMS cluster id in multi-cluster environment (string val ue)
#xtrem o_cl ust er _nane=

#
# Options defined in cinder.volune.drivers. eql x
#

# Group name to use for creating volunes. Defaults to
# "group-0". (string val ue)
#eql x_gr oup_nane=gr oup- 0

# Timeout for the G oup Manager cli command execution. Default
# is 30. (integer val ue)
#eql x_cli _ti meout =30

# Maxi mumretry count for reconnection. Default is 5. (integer
# val ue)
#eql x_cli_max_retries=5

# Use CHAP authentication for targets. Note that this option
# is deprecated in favour of "use_chap_auth" as specified in
# cinder/volune/driver.py and will be renpved in next rel ease
# (bool ean val ue)

#eql x_use_chap=f al se

# Existing CHAP account nane. Note that this option is
# deprecated in favour of "chap_usernanme" as specified in
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# cinder/volune/driver.py and will be removed in next rel ease
# (string val ue)
#eql x_chap_| ogi n=adm n

# Password for specified CHAP account nane. Note that this

# option is deprecated in favour of "chap_password" as

# specified in cinder/volune/driver.py and will be renoved in
# the next release (string val ue)

#eql x_chap_passwor d=passwor d

# Pool in which volunes will be created. Defaults to
# "default". (string val ue)
#eql x_pool =def aul t

#
# Options defined in cinder.volune.drivers.glusterfs
#

# File with the list of avail able gluster shares (string
# val ue)
#gl usterfs_shares_config=/etc/cinder/glusterfs_shares

# Create volunes as sparsed files which take no space.|f set
# to False volunme is created as regular file.ln such case

# volume creation takes a |lot of tine. (bool ean val ue)

#gl usterfs_sparsed_vol unmes=t r ue

# Create volunes as QCOMR files rather than raw fil es.
# (bool ean val ue)
#gl ust erfs_gcow2_vol umes=f al se

# Base dir containing mount points for gluster shares. (string
# val ue)
#gl ust erf s_nount _poi nt _base=3$st at e_pat h/ mt

#
# Options defined in cinder.vol unme.drivers. hds. hds
#

# The configuration file for the C nder HDS driver for HUS
# (string val ue)
#hds_ci nder _config_fil e=/ opt/hds/ hus/ci nder_hus_conf. xn

#
# Options defined in cinder.volune.drivers. hds.iscs
#

# Configuration file for HDS i SCSI cinder plugin (string
# val ue)
#hds_hnas_i scsi _config fil e=/opt/hds/hnas/cinder _iscsi _conf.xn

#
# Options defined in cinder.volune.drivers. hds. nfs
#

# Configuration file for HDS NFS ci nder plugin (string val ue)
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#hds_hnas_nfs_config _fil e=/opt/hds/ hnas/ci nder_nfs_conf. xni

#
# Options defined in cinder.vol une.drivers. hitachi.hbsd_comobn
#

# Serial nunber of storage system (string val ue)
#hi t achi _seri al _nunber =<None>

# Nane of an array unit (string val ue)
#hi tachi _unit_nane=<None>

# Pool |D of storage system (integer val ue)
#hi t achi _pool _i d=<None>

# Thin pool |ID of storage system (integer val ue)
#hi tachi _thi n_pool i d=<None>

# Range of |ogical device of storage system (string val ue)
#hi tachi _| dev_r ange=<None>

# Default copy method of storage system (string val ue)
#hi t achi _def aul t _copy_net hod=FULL

# Copy speed of storage system (integer val ue)
#hi t achi _copy_speed=3

# Interval to check copy (integer val ue)
#hi t achi _copy_check_i nt erval =3

# Interval to check copy asynchronously (integer val ue)
#hi t achi _async_copy_check_i nt erval =10

# Control port names for HostG oup or i SCSI Target (string
# val ue)
#hi tachi _target _port s=<None>

# Range of group number (string val ue)
#hi t achi _gr oup_r ange=<None>

# Request for creating Host G oup or i SCSI Target (bool ean
# val ue)
#hi t achi _group_r equest =f al se

#
# Options defined in cinder.volune.drivers. hitachi.hbsd fc
#

# Request for FC Zone creating Host Goup (bool ean val ue)
#hi tachi _zoni ng_r equest =f al se

#
# Options defined in cinder.volune.drivers. hitachi.hbsd_horcm
#

# |l nstance nunbers for HORCM (string val ue)
#hi t achi _hor cm nunber s=200, 201
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# Usernane of storage system for HORCM (string val ue)
#hi t achi _hor cm_user =<None>

# Password of storage system for HORCM (string val ue)
#hi t achi _hor cm_passwor d=<None>

# Add to HORCM configurati on (bool ean val ue)
#hi t achi _hor cm add_conf =t rue

#
# Options defined in cinder.vol une.drivers. hitachi.hbsd_iscs
#

# Add CHAP user (bool ean val ue)
#hi t achi _add_chap_user =f al se

# i SCSI authentication nethod (string val ue)
#hi t achi _aut h_met hod=<None>

# i SCSI authentication usernanme (string val ue)
#hi tachi _aut h_user =HBSD- CHAP- user

# 1 SCSI authentication password (string val ue)
#hi t achi _aut h_passwor d=HBSD- CHAP- passwor d

#
# Options defined in cinder.volune.drivers. huawei
#

# The configuration file for the C nder Huawei driver (string

# val ue)
#ci nder _huawei _conf _fil e=/etc/cinder/cinder_huawei _conf. xn

#
# Options defined in cinder.volume.drivers.ibmflashsystem
#

# Connection protocol should be FC. (string val ue)
#f | ashsyst em connecti on_pr ot ocol =FC

# Connect with multipath (FC only). (bool ean val ue)
#f | ashsyst em nul ti pat h_enabl ed=f al se

# Allows vdisk to nulti host nmappi ng. (bool ean val ue)
#f | ashsyst em nul ti host map_enabl ed=tr ue

#
# Options defined in cinder.vol une.drivers.ibm gpfs
#

# Specifies the path of the GPFS directory where Bl ock Storage
# vol ume and snapshot files are stored. (string val ue)
#gpf s_nmount _poi nt _base=<None>

# Specifies the path of the |Image service repository in GPFS.
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#
#

Leave undefined if not storing images in GPFS. (string
val ue)

#gpf s_i mages_di r =<None>

#
#
#
#
#
#
#
#
#

#
#
#
#
#
#
#

#
#
#
#

Speci fies the type of inage copy to be used. Set this when
the I nage service repository al so uses GPFS so that inmage
files can be transferred efficiently fromthe | nmage service
to the Block Storage service. There are two valid val ues:
"copy" specifies that a full copy of the inmage i s nade;
"copy_on_wite" specifies that copy-on-wite optim zation
strategy is used and unnodified bl ocks of the image file are
shared efficiently. (string val ue)

gpf s_i mages_shar e_node=<None>

Specifies an upper limt on the nunmber of indirections
required to reach a specific block due to snapshots or
clones. A lengthy chain of copy-on-wite snapshots or

cl ones can have a negative inpact on performnce, but

i nproves space utilization. O indicates unlimted clone
dept h. (integer val ue)

gpf s_max_cl one_dept h=0

Specifies that volunes are created as sparse files which
initially consume no space. If set to False, the volune is
created as a fully allocated file, in which case, creation
may take a significantly |onger tine. (bool ean val ue)

#gpf s_sparse_vol umes=true

#
#

Speci fies the storage pool that vol unes are assigned to. By
default, the system storage pool is used. (string val ue)

#gpf s_st or age_pool =syst em

#
#

#

Options defined in cinder.volune.drivers.ibmibmas

| BWNAS pl atformtype to be used as backend storage; valid
val ues are - v7ku : for using | BM Storw ze V7000 Unifi ed,
sonas : for using |BM Scal e Qut NAS, gpfs-nas : for using
NFS based | BM GPFS depl oynments. (string val ue)
bmas_pl at f orm t ype=v7ku

Options defined in cinder.volune.drivers.ibmstorw ze_svc

St or age system storage pool for volunmes (string val ue)

#storwi ze_svc_vol pool _nane=vol poo

#
#

St or age system space-efficiency paranmeter for vol unes
(percentage) (integer val ue)

#storwi ze_svc_vol _rsize=2

#
#

St orage system threshold for vol une capacity warni ngs
(percentage) (integer val ue)

#storwi ze_svc_vol _war ni ng=0

#

St or age syst em aut oexpand paraneter for vol unmes (True/ Fal se)
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# (bool ean val ue)
#storwi ze_svc_vol _aut oexpand=true

# Storage systemgrain size parameter for vol unes
# (32/64/128/256) (integer val ue)
#storw ze_svc_vol _grai nsi ze=256

# Storage system conpressi on option for vol unes (bool ean
# val ue)
#storwi ze_svc_vol _conpressi on=f al se

# Enabl e Easy Tier for volunes (bool ean val ue)
#storwi ze_svc_vol _easytier=true

# The 1/ O group in which to allocate vol unmes (integer val ue)
#storwi ze_svc_vol _i ogr p=0

# Maxi mum nunmber of seconds to wait for FlashCopy to be

# prepared. Maxi mum value is 600 seconds (10 mi nutes) (integer
# val ue)

#storwi ze_svc_fl ashcopy_ti neout =120

# Connection protocol (iSCSI/FC) (string val ue)
#st orwi ze_svc_connecti on_pr ot ocol =i SCSI

# Configure CHAP aut hentication for iSCSI connections
# (Defaul t: Enabl ed) (bool ean val ue)
#storwi ze_svc_i scsi _chap_enabl ed=t rue

# Connect with multipath (FC only; iSCSI multipath is
# control |l ed by Nova) (bool ean val ue)
#istorwi ze_svc_nul ti pat h_enabl ed=f al se

# Allows vdisk to nulti host mappi ng (bool ean val ue)
#storwi ze_svc_nul ti host map_enabl ed=t r ue

# I ndi cate whether svc driver is conpatible for NPIV setup. If
# it is conpatible, it will allow no wapns being returned on
# get _conn_fc_wwns during initialize_connection (bool ean

# val ue)

#storwi ze_svc_npi v_conpati bility_node=fal se

# Allow tenants to specify QOS on create (bool ean val ue)
#storwi ze_svc_al | ow_t enant _qos=f al se

# |If operating in stretched cluster node, specify the nanme of
# the pool in which mirrored copies are stored. Exanpl e:

# "pool 2" (string val ue)

#storwi ze_svc_stret ched_cl ust er _part ner =<None>

#
# Options defined in cinder.vol une.drivers.ibm xiv_ds8k
#

# Proxy driver that connects to the IBM Storage Array (string
# val ue)
#xi v_ds8k_proxy=xi v_ds8k_openst ack. nova_pr oxy. XI VDS8KNovaPr oxy

# Connection type to the | BM Storage Array (string val ue)
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#xi v_ds8k_connecti on_t ype=i scs

# CHAP aut henticati on node, effective only for iscs
# (di sabl ed| enabl ed) (string val ue)
#xi v_chap=di sabl ed

#

# Options defined in cinder.volune.drivers.|vm

#

# Nane for the VG that will contain exported volunes (string
# val ue)

#vol ume_gr oup=ci nder - vol unes

If >0, create LVs with nultiple mirrors. Note that this
requires lvmmrrors + 2 PVs with avail abl e space (integer
val ue)
I vm mrrors=0

HOH HH

Type of LVM vol unes to deploy (string val ue)
| vm_ t ype=def aul t

H H*

LVM conf file to use for the LVMdriver in Cnder; this
setting is ignored if the specified file does not exist (You
can al so specify 'None' to not use a conf file even if one
exists). (string val ue)
Il vm conf file=/etc/cinder/lvm conf

H R HHH

Options defined in cinder.vol une. drivers. netapp. options

H H H

# The vFiler unit on which provisioning of block storage

# volumes will be done. This option is only used by the driver
# when connecting to an instance with a storage famly of Data
# ONTAP operating in 7-Mde. Only use this option when

# utilizing the Multi Store feature on the Net App storage

# system (string val ue)
#net app_vfil er=<None>

# The nane of the config.conf stanza for a Data ONTAP (7-nbde)
# HA partner. This option is only used by the driver when

# connecting to an instance with a storage famly of Data

# ONTAP operating in 7-Mde, and it is required if the storage
# protocol selected is FC. (string val ue)

#net app_par t ner _backend_nane=<None>

# Admi ni strative user account nane used to access the storage
# system or proxy server. (string val ue)
#net app_| ogi n=<None>

# Password for the administrative user account specified in
# the netapp_login option. (string val ue)
#net app_passwor d=<None>

# This option specifies the virtual storage server (Vserver)
# nane on the storage cluster on which provisioning of block
# storage vol unes shoul d occur. (string val ue)
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#net app_vser ver =<None>

# The hostnane (or |P address) for the storage system or proxy
# server. (string val ue)
#net app_ser ver _host nane=<None>

# The TCP port to use for conmmunication with the storage

# systemor proxy server. If not specified, Data ONTAP drivers
# will use 80 for HTTP and 443 for HTTPS; E-Series wll use

# 8080 for HITP and 8443 for HTTPS. (integer val ue)

#net app_ser ver _port =<None>

# This option is used to specify the path to the E-Series

# proxy application on a proxy server. The value is conbi ned
# with the value of the netapp_transport_type,

# net app_server _host nane, and net app_server_port options to

# create the URL used by the driver to connect to the proxy

# application. (string val ue)
#net app_webser vi ce_pat h=/ devngr/v2

# This option is only utilized when the storage famly is

# configured to eseries. This option is used to restrict

# provisioning to the specified controllers. Specify the val ue
# of this option to be a comma separated |ist of controller

# hostnanmes or | P addresses to be used for provisioning.

# (string val ue)

#net app_control | er _i ps=<None>

# Password for the Net App E-Series storage array. (string
# val ue)
#net app_sa_passwor d=<None>

# This option is used to restrict provisioning to the

# specified storage pools. Only dynam c di sk pools are

# currently supported. Specify the value of this option to be
# a comma separated |list of disk pool nanes to be used for

# provisioning. (string val ue)

#net app_st or age_pool s=<None>

# This option is used to define how the controllers in the
# E-Series storage array will work with the particul ar

# operating systemon the hosts that are connected to it.
# (string val ue)

#net app_eseri es_host _type=li nux_dm np

# I f the percentage of avail abl e space for an NFS share has
# dropped bel ow the val ue specified by this option, the NFS
# image cache will be cleaned. (integer val ue)
#thres_avl _size perc_start=20

When the percentage of avail able space on an NFS share has

reached t he percentage specified by this option, the driver
will stop clearing files fromthe NFS i mage cache that have
not been accessed in the |ast Mninutes, where Mis the

val ue of the expiry thres_m nutes configuration option.

(i nteger val ue)

#thres_avl _size_perc_stop=60

HHHHHH

# This option specifies the threshold for |ast access tinme for
# images in the NFS i mage cache. When a cache cl eani ng cycle
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# begins, inmages in the cache that have not been accessed in
# the last Mmnutes, where Mis the value of this paraneter
# will be deleted fromthe cache to create free space on the
# NFS share. (integer val ue)

#expiry_t hres_m nut es=720

# This option specifies the path of the Net App copy of fl oad
# tool binary. Ensure that the binary has execute perm ssions
# set which allow the effective user of the cinder-vol une

# process to execute the file. (string val ue)

#net app_copyof f| oad_t ool _pat h=<None>

# The quantity to be multiplied by the requested vol une size
# to ensure enough space is available on the virtual storage
# server (Vserver) to fulfill the volume creation request.

# (floating point val ue)

#net app_si ze_nmul tiplier=1.2

# This option is only utilized when the storage protocol is
# configured to use i SCSI or FC. This option is used to

# restrict provisioning to the specified controller vol unes.
# Specify the value of this option to be a comma separat ed
# list of NetApp controller volume names to be used for

# provisioning. (string val ue)

#net app_vol ume_I i st =<None>

# The storage famly type used on the storage system valid
# val ues are ontap_7node for using Data ONTAP operating in

# 7-Mode, ontap_cluster for using clustered Data ONTAP, or

# eseries for using E-Series. (string val ue)

#net app_st orage_f am | y=ont ap_cl ust er

# The storage protocol to be used on the data path with the
# storage system (string val ue)
#net app_st or age_pr ot ocol =<None>

# The transport protocol used when conmunicating with the
# storage system or proxy server. (string val ue)
#net app_transport _type=http

#
# Options defined in cinder.volune.drivers.nfs
#

# File with the list of available nfs shares (string val ue)
#nfs_shares_confi g=/etc/cinder/nfs_shares

# Create volunes as sparsed files which take no space.|f set
# to False volune is created as regular file.ln such case

# vol ume creation takes a lot of tinme. (bool ean val ue)
#nfs_sparsed_vol umes=t r ue

# Percent of ACTUAL usage of the underlying vol une before no
# new vol umes can be allocated to the vol unme destination.

# (floating point val ue)

#nf s_used_rati 0=0. 95

# This will conpare the allocated to avail abl e space on the
# vol une destination. |If the ratio exceeds this nunber, the

152



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty
ence

# destination will no |onger be valid. (floating point val ue)
#nfs _oversub ratio=1.0

# Base dir containing nount points for nfs shares. (string
# val ue)
#nf s_nmount _poi nt _base=$st at e_pat h/ mt

# Mount options passed to the nfs client. See section of the
# nfs man page for details. (string value)
#nf s_nount _opt i ons=<None>

# The nunber of attenpts to mount nfs shares before raising an
# error. At |least one attenpt will be made to nount an nfs

# share, regardl ess of the value specified. (integer val ue)
#nf s_nount _att enpt s=3

#
# Options defined in cinder.volune.drivers. ninble
#

# Ninbl e Controller pool nane (string val ue)
#ni bl e_pool _nanme=def aul t

# N nbl e Subnet Label (string val ue)
#ni nbl e_subnet _| abel =*

#
# Options defined in cinder.volune.drivers. openvst or age
#

# Vpool to use for volunes - backend is defined by vpool not
# by us. (string val ue)
#vpool _nane=

#

# Options defined in cinder.volune.drivers. prophetstor.options
#

# DPL pool uuid in which DPL volunmes are stored. (string

# val ue)

#dpl _pool =

# DPL port nunber. (integer val ue)
#dpl _port =8357

#
# Options defined in cinder.volune.drivers. pure
#

# REST APl authorization token. (string val ue)
#pur e_api _t oken=<None>

#
# Options defined in cinder.volune.drivers. quobyte
#
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# URL to the Quobyte volunme e.g., quobyte://<Dl R host>/<vol unme

# nane> (string val ue)
#quobyt e_vol une_ur | =<None>

# Path to a Quobyte Client configuration file. (string val ue)
#quobyt e_cl i ent _cf g=<None>

# Create volunes as sparse files which take no space. |f set
# to False, volune is created as regular file.ln such case
# volume creation takes a lot of tinme. (bool ean val ue)
#quobyt e_spar sed_vol umes=t r ue

# Create volunes as QCOMR files rather than raw fil es.
# (bool ean val ue)
#quobyt e_qcow2_vol unes=t r ue

# Base dir containing the mount point for the Quobyte vol unme
# (string val ue)
#quobyt e_nmount _poi nt _base=$st at e_pat h/ mt

#
# Options defined in cinder.volune.drivers.rbd
#

# The RADOS pool where rbd volunes are stored (string val ue)
#r bd_pool =r bd

# The RADCS client nanme for accessing rbd volunes - only set
# when using cephx authentication (string val ue)
#r bd_user =<None>

# Path to the ceph configuration file (string val ue)
#r bd_ceph_conf =

# Flatten volunmes created from snapshots to renove dependency
# fromvol une to snapshot (bool ean val ue)
#rbd_fl atten_vol une_from snapshot =f al se

# The libvirt uuid of the secret for the rbd_user vol unes
# (string val ue)
#rbd_secret _uui d=<None>

# Directory where tenporary inmage files are stored when the
# vol ume driver does not wite themdirectly to the vol une.
# Warning: this option is now deprecated, please use

# i mage_conversion_dir instead. (string val ue)

#vol ume_t nmp_di r =<None>

# Maxi mum nunber of nested vol ume clones that are taken before

# a flatten occurs. Set to O to disable cloning. (integer
# val ue)
#r bd_nmax_cl one_dept h=5

# Vol umes will be chunked into objects of this size (in
# negabytes). (integer val ue)
#rbd_store_chunk_si ze=4

# Tinmeout value (in seconds) used when connecting to ceph
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# cluster. If value < 0, no timeout is set and defaul t
# |librados value is used. (integer value)
#rados_connect _ti neout=-1

#
# Options defined in cinder.volune.drivers.renotefs
#

# | P address or Hostnanme of NAS system (string val ue)
#nas_i p=

# User name to connect to NAS system (string val ue)
#nas_| ogi n=adni n

# Password to connect to NAS system (string val ue)
#nas_passwor d=

# SSH port to use to connect to NAS system (integer val ue)
#nas_ssh_port =22

# Filename of private key to use for SSH aut henti cati on.
# (string val ue)
#nas_privat e_key=

# Al'l ow net work-attached storage systens to operate in a

# secure environnment where root |evel access is not permtted.
# |f set to Fal se, access is as the root user and insecure. |f
# set to True, access is not as root. If set to auto, a check
# is done to determine if this is a newinstallation: True is
# used if so, otherwise False. Default is auto. (string val ue)
#nas_secure_fil e_operations=auto

# Set nore secure file perm ssions on network-attached storage
# volume files to restrict broad other/world access. If set to
# Fal se, volunes are created with open permissions. If set to

# True, volunmes are created with perm ssions for the cinder

# user and group (660). If set to auto, a check is done to

# determine if this is a newinstallation: True is used if so

# otherwi se False. Default is auto. (string val ue)
#nas_secure_fil e_perm ssi ons=aut o

# Path to the share to use for storing Cinder volunmes. For

# exanple: "/srv/exportl" for an NFS server export avail able
# at 10.0.5.10:/srv/exportl . (string val ue)

#nas_share_pat h=

# Options used to nount the storage backend file system where
# Ci nder volunes are stored. (string val ue)
#nas_nount _opti ons=<None>

#
# Options defined in cinder.volune.drivers. san. hp. hp_3par_conmmon
#

# 3PAR WBAPI Server Url like https://<3par ip>:8080/api/vl
# (string val ue)
#hp3par _api _url =
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# 3PAR Super user usernanme (string val ue)
#hp3par _user nane=

# 3PAR Super user password (string val ue)
#hp3par _passwor d=

# List of the CPEs) to use for volune creation (list val ue)
#hp3par _cpg=CpensSt ack

# The CPG to use for Snapshots for volunes. |If enpty the
# userCPG wil | be used. (string val ue)
#hp3par _cpg_snap=

# The tinme in hours to retain a snapshot. You can't delete it
# before this expires. (string val ue)
#hp3par _snapshot _retenti on=

# The tine in hours when a snapshot expires and is del eted
# This nust be larger than expiration (string val ue)
#hp3par _snapshot _expi rati on=

# Enabl e HTTP debuggi ng to 3PAR (bool ean val ue)
#hp3par _debug=f al se

# List of target iSCSI addresses to use. (list value)
#hp3par _i scsi _i ps=

# Enabl e CHAP aut hentication for i SCSI connections. (bool ean
# val ue)
#hp3par _i scsi _chap_enabl ed=f al se

#
# Options defined in cinder.vol une.drivers. san. hp. hp_| ef t hand_r est _pr oxy
#

# HP LeftHand WBAPI Server Url like https://<LeftHand
# i p>:8081/1hos (string val ue)
#hpl ef t hand_api _ur | =<None>

# HP LeftHand Super user usernane (string val ue)
#hpl ef t hand_user name=<None>

# HP LeftHand Super user password (string val ue)
#hpl ef t hand_passwor d=<None>

# HP LeftHand cluster name (string val ue)
#hpl ef t hand_cl ust er name=<None>

# Configure CHAP aut hentication for iSCSI connections
# (Default: Disabled) (bool ean val ue)
#hpl ef t hand_i scsi _chap_enabl ed=f al se

# Enabl e HTTP debuggi ng to LeftHand (bool ean val ue)
#hpl ef t hand_debug=f al se

#
# Options defined in cinder.volune.drivers. san. san
#
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# Use thin provisioning for SAN vol unes? (bool ean val ue)
#san_t hi n_provi si on=true

# | P address of SAN controller (string val ue)
#san_i p=

# Usernane for SAN controller (string val ue)
#san_| ogi n=admi n

# Password for SAN controller (string val ue)
#san_passwor d=

# Filename of private key to use for SSH aut hentication
# (string val ue)
#san_privat e_key=

# Cluster name to use for creating volunmes (string val ue)
#san_cl ust er nane=

# SSH port to use with SAN (integer val ue)
#san_ssh_port =22

# Execute commands |l ocally instead of over SSH;, use if the
# vol ume service is running on the SAN devi ce (bool ean val ue)
#san_i s_| ocal =f al se

# SSH connection tinmeout in seconds (integer val ue)
#ssh_conn_t i meout =30

# M ni mum ssh connections in the pool (integer val ue)
#ssh_m n_pool _conn=1

# Maxi mum ssh connections in the pool (integer value)
#ssh_max_pool _conn=5

#
# Options defined in cinder.volume.drivers.scality
#

# Path or URL to Scality SOFS configuration file (string
# val ue)
#scal i ty_sof s_confi g=<None>

# Base dir where Scality SOFS shall be mounted (string val ue)
#scal ity_sofs_npunt _poi nt =$state_path/scality

# Path from Scality SOFS root to volume dir (string val ue)

#scal ity _sofs_vol unme_di r=ci nder/ vol unes

#
# Options defined in cinder.volune.drivers. snbfs
#

# File with the list of avail able snbfs shares. (string val ue)
#snbf s_shares_confi g=/etc/ ci nder/ snbfs_shares

# Default format that will be used when creating volunes if no
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# volume format is specified. (string val ue)
#snbf s_def aul t _vol une_f or mat =qcow2

# Create volunes as sparsed files which take no space rather
# than regular files when using raw format, in which case

# vol ume creation takes |lot of tinme. (bool ean val ue)

#smbf s_spar sed_vol unes=t r ue

# Percent of ACTUAL usage of the underlying vol une before no
# new vol umes can be allocated to the vol unme destination.

# (floating point val ue)

#snbf s_used_rati 0=0. 95

# This will conpare the allocated to avail abl e space on the
# vol une destination. |If the ratio exceeds this nunber, the
# destination will no |onger be valid. (floating point val ue)
#snbfs_oversub_rati o=1.0

# Base dir containing mount points for snmbfs shares. (string
# val ue)
#snbf s_nount _poi nt _base=3$st at e_pat h/ mt

# Mount options passed to the snbfs client. See mount.cifs man
# page for details. (string val ue)
#snbf s_nount _opti ons=noperm fi | e_node=0775, di r _node=0775

#
# Options defined in cinder.volune.drivers.solidfire
#

# Set 512 byte enul ati on on volune creation; (boolean val ue)
#sf _emul ate_512=tr ue

# Allow tenants to specify QOS on create (bool ean val ue)
#sf _al |l ow_t enant _qos=f al se

# Create SolidFire accounts with this prefix. Any string can
# be used here, but the string "hostname" is special and will
# create a prefix using the cinder node hostsnane (previous

# default behavior). The default is NO prefix. (string val ue)
#sf _account _prefi x=<None>

# Account name on the SolidFire Cluster to use as owner of

# tenpl at e/ cache vol unes (created if does not exist). (string
# val ue)

#sf _tenpl at e_account _nane=openst ack- vt enpl at e

# Create an internal cache of copy of images when a bootabl e
# volume is created to elimnate fetch from gl ance and gemnu-
# conversion on subsequent calls. (bool ean val ue)

#sf _al |l ow_t enpl at e_cachi ng=t r ue

# SolidFire APl port. Useful if the device api is behind a
# proxy on a different port. (integer val ue)
#sf _api _port =443

#
# Options defined in cinder.volune.drivers.srb
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#

# Comma- separated |ist of REST servers |IP to connect to. (eg
# http://1P1/,http://1P2:81/path (string val ue)
#srb_base_ur| s=<None>

#
# Options defined in cinder.volune.drivers.violin.v6000_comon
#

# | P address or hostnane of mg-a (string val ue)
#gat eway_nga=<None>

# | P address or hostnane of mg-b (string val ue)
#gat eway_ngb=<None>

# Use igroups to manage targets and initiators (bool ean val ue)
#use_i gr oups=f al se

# d obal backend request tineout, in seconds (integer val ue)
#request _ti meout =300

#
# Options defined in cinder.vol une.drivers. viar e. vindk
#

# | P address for connecting to VMvare ESX/ VC server. (string
# val ue)
#vmaar e_host _i p=<None>

# Usernanme for authenticating with VMvare ESX/ VC server.
# (string val ue)
#vmwar e_host _user name=<None>

# Password for authenticating with VMvare ESX/ VC server.
# (string val ue)
#vmaar e_host _passwor d=<None>

# Optional VIMservice WSDL Location e.g

# http://<server>/vinBervice.wsdl. Optional over-ride to
# default |ocation for bug work-arounds. (string val ue)
#vmvar e_wsdl | ocati on=<None>

# Nunber of tines VMivare ESX/ VC server APl nust be retried
# upon connection rel ated issues. (integer val ue)
#vmaar e_api _retry_count =10

# The interval (in seconds) for polling rempte tasks invoked
# on VMmvare ESX/ VC server. (floating point val ue)
#vmrar e_t ask_pol | _i nterval =0. 5

# Nane for the folder in the VC datacenter that will contain
# cinder volunes. (string val ue)
#vmvar e_vol une_f ol der =ci nder - vol unes

# Timeout in seconds for VMDK vol une transfer between C nder
# and d ance. (integer val ue)
#vmaar e_i mage_t ransfer _ti meout _secs=7200
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# Max nunber of objects to be retrieved per batch. Query

# results will be obtained in batches fromthe server and not
# in one shot. Server may still limt the count to sonething
# less than the configured val ue. (integer val ue)

#vmwar e_max_obj ects_retri eval =100

# Optional string specifying the VMvare VC server version. The
# driver attenpts to retrieve the version from VMware VC

# server. Set this configuration only if you want to override
# the VC server version. (string val ue)

#vmaar e_host _ver si on=<None>

# Directory where virtual disks are stored during vol ume
# backup and restore. (string val ue)
#vmaar e_t np_di r =/t np

#
# Options defined in cinder.vol unme.drivers.w ndows. wi ndows
#

# Path to store VHD backed vol unes (string val ue)
#w ndows_i scsi _| un_pat h=C: \'i SCSI Vi r t ual Di sks

# Options defined in cinder.volune.drivers. xio

# Default storage pool for volunes. (integer val ue)
#i se_st orage_pool =1

# Raid level for |SE volunes. (integer val ue)
#i se_rai d=1

# Nunber of retries (per port) when establishing connection to
# | SE managenent port. (integer val ue)
#i se_connection_retries=5

# Interval (secs) between retries. (integer val ue)
#ise retry interval =1

# Nunber on retries to get conpletion status after issuing a
# command to | SE. (integer val ue)
i se_conpletion_retries=30

i

#

# Options defined in cinder.vol une.drivers. zf ssa. zf ssanf s
#

# Data path | P address (string val ue)

#zf ssa_dat a_i p=<None>

# HTTPS port nunber (string val ue)
#zf ssa_htt ps_port =443

# Options to be passed while mounting share over nfs (string
# val ue)
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#zf ssa_nfs_nount _opti ons=

# Storage pool nane. (string val ue)

#zf ssa_nfs_pool =

# Project name. (string val ue)

#zf ssa_nfs_proj ect =NFSPr oj ect

# Share nanme. (string val ue)
#zf ssa_nfs_share=nfs_share

# Data conpression. (string val ue)

#zf ssa_nfs_share_conpressi on=

of f

# Synchronous write bias-latency, throughput. (string val ue)
#zf ssa_nfs_share_| oghi as=I at ency

# REST connection tinmeout. (seconds) (integer val ue)

#zf ssa_rest _ti neout =<None>

#

# Options defined in cinder.vol ume. nanager

#

# Driver to use for volune creation (string val ue)

#vol ume_dri ver =ci nder . vol une.

drivers.lvm LVM SCSI Dri ver

# Timeout for creating the volume to mgrate to when
# perform ng vol une migration (seconds) (integer val ue)
#m gration_create_vol une_ti neout _secs=300

# O fl oad pendi ng vol ume del ete during vol ume service startup

# (bool ean val ue)
#vol ume_servi ce_i ni t host _of fl

oad=f al se

# FC Zoni ng node configured (string val ue)

#zoni ng_node=none

User defined capabilities,
speci fyi ng key/val ue pairs.

a JSON formatted string
The key/val ue pairs can be used

by the CapabilitiesFilter to sel ect between backends when
requests specify volune types. For exanple, specifying a

then creating a volunme type to allow the user to select by

these different properties.

(string val ue)

#
#
#
#
# service level or the geographical |ocation of a backend
#
#
#

extra_capabilities={}

[ BRCD_FABRI C_EXAVPLE]

#

# Options defined in cinder.zonemanager. drivers. brocade. brcd_fabric_opts

#

# Managenent |P of fabric (string val ue)

#fc_fabric_address=

# Fabric user ID (string val ue)

#fc fabric_user=
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# Password for user (string val ue)
#fc_fabric_password=

# Connecting port (integer val ue)
#f c_fabric_port=22

# overridden zoning policy (string val ue)
#zoni ng_pol i cy=initiator-target

# overridden zoning activation state (bool ean val ue)
#zone_acti vat e=true

# overridden zone nane prefix (string val ue)
#zone_name_pr ef i x=<None>

# Principal switch WAW of the fabric (string val ue)
#princi pal _sw t ch_wwn=<None>

[ Cl SCO_FABRI C_EXAVPLE]

#
# Options defined in cinder.zonemanager.drivers. cisco.cisco_fabric_opts
#

# Managenment |P of fabric (string val ue)
#ci sco_fc_fabric_address=

# Fabric user ID (string val ue)
#cisco _fc fabric_user=

# Password for user (string val ue)
#ci sco_f c_fabric_password=

# Connecting port (integer val ue)
#ci sco_fc_fabric_port=22

# overridden zoning policy (string val ue)
#ci sco_zoni ng_pol i cy=initiator-target

# overridden zoning activation state (bool ean val ue)
#ci sco_zone_acti vat e=true

# overridden zone nane prefix (string val ue)
#ci sco_zone_nane_pr ef i x=<None>

# VSAN of the Fabric (string val ue)
#ci sco_zoni ng_vsan=<None>

[ dat abase]

#
# Options defined in oslo.db.concurrency
#

# Enabl e the experinmental use of thread pooling for all DB API
# calls (bool ean val ue)
# Deprecated group/ name - [ DEFAULT]/ dbapi _use_t pool
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#use_t pool =f al se

[ fc-zone- manager]

#
# Options defined in cinder.zonemanager.drivers. brocade. brcd_fc_zone_dri ver
#

# Sout hbound connector for zoning operation (string val ue)
#br cd_sb_connect or =ci nder . zonemanager . dri ver s. brocade. brcd_fc_zone_client _cli.
Br cdFCZoned i ent CL

#
# Options defined in cinder.zonemanager.drivers. cisco.cisco_fc_zone_driver
#

# Sout hbound connector for zoning operation (string val ue)
#ci sco_sb_connect or =ci nder. zonenmanager . dri vers. ci sco. ci sco_fc_zone_client_cli.
C scoFCZoned i ent CLI

#
# Options defined in cinder.zonemanager.fc_zone_nanager
#

# FC Zone Driver responsible for zone managenent (string

# val ue)

#zone_dri ver =ci nder. zonemanager . dri vers. brocade. brcd_fc_zone_dri ver.
Br cdFCZoneDri ver

# Zoning policy configured by user; valid val ues include
# "initiator-target" or "initiator" (string val ue)
#zoni ng_pol i cy=initiator-target

# Comma separated |ist of Fibre Channel fabric nanmes. This

# list of nanes is used to retrieve other SAN credentials for
# connecting to each SAN fabric (string val ue)

#f c_fabri c_nanes=<None>

# FC SAN Lookup Service (string val ue)
#f c_san_| ookup_servi ce=ci nder. zonemanager . dri vers. br ocade.
brcd_f c_san_I| ookup_servi ce. Br cdFCSanLookupSer vi ce

[ keyngr]

#
# Options defined in cinder. keyngr
#

# The full class nanme of the key manager APl class (string
# val ue)
#api _cl ass=ci nder . keynmgr . conf _key_ngr . Conf KeyManager

#
# Options defined in cinder.keyngr.conf_key_ngr
#
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# Fi xed key returned by key manager, specified in hex (string

# val ue)
#f i xed_key=<None>

#
# Options defined in cinder. keyngr. key_ngr
#

# Aut hentication url for encryption service. (string val ue)
#encryption_aut h_url =http://| ocal host: 5000/ v3

# Ul for encryption service. (string val ue)
#encrypti on_api _url =http://| ocal host: 9311/ v1

[ keyst one_aut ht oken]

#
# Options defined in keyst onem ddl ewar e. aut h_t oken
#

# Conpl ete public Identity APl endpoint. (string val ue)
#aut h_ur i =<None>

# APl version of the admin ldentity APl endpoint. (string
# val ue)
#aut h_ver si on=<None>

# Do not handl e authorization requests within the m ddl eware,

# but del egate the authorization decision to downstream W5G
# conponents. (bool ean val ue)
#del ay_aut h_deci si on=f al se

# Request timeout value for communicating with Identity API
# server. (integer val ue)
#ht t p_connect _t i neout =<None>

# How many tines are we trying to reconnect when conmuni cati ng

# with ldentity APl Server. (integer val ue)
#http_request _max_retri es=3

# Env key for the swift cache. (string val ue)
#cache=<None>

# Required if identity server requires client certificate
# (string val ue)
#certfil e=<None>

# Required if identity server requires client certificate
# (string val ue)
#keyfil e=<None>

# A PEM encoded Certificate Authority to use when verifying
# HTTPs connections. Defaults to system CAs. (string val ue)
#caf i | e=<None>

# Verify HTTPS connections. (bool ean val ue)
#i nsecur e=f al se
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# Directory used to cache files related to PKI tokens. (string
# val ue)
#si gni ng_di r =<None>

# Optionally specify a |ist of nmencached server(s) to use for
# caching. If left undefined, tokens will instead be cached
# in-process. (list value)

# Deprecated group/ name - [ DEFAULT]/ nentache_servers
#mencached_ser ver s=<None>

# In order to prevent excessive effort spent validating

# tokens, the m ddl eware caches previously-seen tokens for a
# configurable duration (in seconds). Set to -1 to disable

# caching conpletely. (integer val ue)

#t oken_cache_ti me=300

# Determnes the frequency at which the |ist of revoked tokens
#is retrieved fromthe Identity service (in seconds). A high
# nunber of revocation events conbined with a | ow cache

# duration may significantly reduce performance. (integer

# val ue)

#revocation_cache_time=10

# (Optional) If defined, indicate whether token data should be
# authenticated or authenticated and encrypted. Acceptabl e

# values are MAC or ENCRYPT. |f MAC, token data is

# authenticated (with HVAC) in the cache. |If ENCRYPT, token

# data is encrypted and authenticated in the cache. If the

# value is not one of these options or enpty, auth_token wll
# raise an exception on initialization. (string val ue)
#menctache_security_strat egy=<None>

# (Optional, mandatory if mencache_security strategy is

# defined) This string is used for key derivation. (string
# val ue)

#menctache_secret _key=<None>

# (Optional) Number of seconds nenctached server is considered
# dead before it is tried again. (integer val ue)
#mencache_pool _dead_r et ry=300

# (Optional) Muximumtotal number of open connections to every
# mentached server. (integer val ue)
#mencache_pool _maxsi ze=10

# (Optional) Socket tineout in seconds for conmunicating with
# a nenctache server. (integer val ue)
#mencache_pool _socket _ti meout =3

# (Optional) Nunber of seconds a connection to nentached is
# hel d unused in the pool before it is closed. (integer val ue)
#menctache_pool _unused_t i neout =60

# (Optional) Number of seconds that an operation will wait to
# get a nenctache client connection fromthe pool. (integer

# val ue)

#menctache_pool conn_get ti neout =10

# (Optional) Use the advanced (eventlet safe) mentache client
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# pool . The advanced pool will only work under python 2. x.
# (bool ean val ue)
#menctache_use_advanced_pool =f al se

# (Optional) Indicate whether to set the X-Service-Catal og

# header. If False, middleware will not ask for service

# catal og on token validation and will not set the X-Service-
# Catal og header. (bool ean val ue)

#i ncl ude_servi ce_cat al og=t rue

# Used to control the use and type of token binding. Can be
# set to: "disabled" to not check token binding. "perm ssive"
# (default) to validate binding information if the bind type
# is of a formknown to the server and ignore it if not.

# "strict" like "perm ssive" but if the bind type is unknown
# the token will be rejected. "required" any form of token

# binding is needed to be allowed. Finally the nane of a

# bi ndi ng nmethod that must be present in tokens. (string

# val ue)

#enf or ce_t oken_bi nd=per m ssi ve

# If true, the revocation list will be checked for cached

# tokens. This requires that PKI tokens are configured on the
# identity server. (bool ean val ue)
#check_revocations_for_cached=fal se

# Hash al gorithnms to use for hashing PKI tokens. This may be a
# single algorithmor nultiple. The algorithns are those

# supported by Python standard hashlib.new(). The hashes w ||
# be tried in the order given, so put the preferred one first
# for performance. The result of the first hash will be stored
# in the cache. This will typically be set to multiple val ues
# only while migrating froma |ess secure algorithmto a nore
# secure one. Once all the old tokens are expired this option
# should be set to a single value for better perfornmance
# (list val ue)
#hash_al gori t hms=nd5

[ mat chmaker _redi s]

#
# Options defined in oslo.nessagi ng
#

# Host to locate redis. (string val ue)
#host =127.0.0. 1

# Use this port to connect to redis host. (integer val ue)
#port =6379

# Password for Redis server (optional). (string val ue)
#passwor d=<None>

[ mat chmaker _ri ng]

#
# Options defined in oslo.nessagi ng
#
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# Matchrmaker ring file (JSON). (string val ue)
# Deprecated group/nanme - [ DEFAULT]/ matchnaker ringfile
#ringfil e=/etc/osl o/ mat chmaker _ring.json

[ osl o_messagi ng_anqgp]

#
# Options defined in oslo. messagi ng
#

# address prefix used when sending to a specific server
# (string val ue)
#server _request _prefi x=excl usi ve

# address prefix used when broadcasting to all servers (string
# val ue)
#br oadcast _prefi x=br oadcast

# address prefix when sending to any server in group (string
# val ue)
#group_r equest _pr ef i x=uni cast

# Nane for the AMQP container (string val ue)
#cont ai ner _nane=<None>

# Tinmeout for inactive connections (in seconds) (integer
# val ue)
#i dl e_tineout =0

# Debug: dunp AMQP franes to stdout (bool ean val ue)
#trace=f al se

# CA certificate PEMfile to verify server certificate
# (string val ue)
#ssl _ca file=

# ldentifying certificate PEMfile to present to clients
# (string val ue)
#ssl _cert _file=

# Private key PEMfile used to sign cert _file certificate
# (string val ue)
#ssl _key file=

# Password for decrypting ssl_key file (if encrypted) (string
# val ue)
#ssl _key_passwor d=<None>

# Accept clients using either SSL or plain TCP (bool ean val ue)
#al | ow_i nsecure_cl i ent s=f al se

[ osl o_messagi ng_qpi d]

#
# Options defined in oslo.messagi ng
#
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# Use durabl e queues in AMQP. (bool ean val ue)
# Deprecated group/nane - [DEFAULT]/rabbit_durabl e _queues
#anmgp_dur abl e_queues=f al se

# Aut o-del ete queues in AMQP. (bool ean val ue)
#angp_aut o_del et e=f al se

# Size of RPC connection pool. (integer val ue)
#r pc_conn_pool _si ze=30

# Qi d broker hostnane. (string val ue)
#gpi d_host nanme=| ocal host

# Qoid broker port. (integer value)
#qgpi d_port =5672

# Qpid HA cluster host:port pairs. (list value)
#qpi d_host s=$qpi d_host nane: $qgpi d_port

# Usernanme for Qid connection. (string val ue)
#gpi d_user nanme=

# Password for Qpid connection. (string val ue)
#qgpi d_passwor d=

# Space separated |ist of SASL mechani snms to use for auth.
# (string val ue)
#qgpi d_sasl _nmechani snms=

# Seconds between connection keepalive heartbeats. (integer
# val ue)
#qgpi d_heart beat =60

# Transport to use, either "tcp' or 'ssl'. (string val ue)
#qpi d_pr ot ocol =t cp

# Whether to disable the Nagle algorithm (bool ean val ue)
#qpi d_t cp_nodel ay=t r ue

# The nunber of prefetched nessages hel d by receiver. (integer
# val ue)
#qgpi d_r ecei ver _capaci ty=1

# The gpid topol ogy version to use. Version 1 is what was

# originally used by inmpl_qpid. Version 2 includes sone

# backwards-i nconpati bl e changes that allow broker federation
# to work. Users should update to version 2 when they are

# able to take everything down, as it requires a clean break.
# (integer val ue)

#qgpi d_t opol ogy_ver si on=1

[ osl o_messagi ng_rabbit]
#
# Options defined in oslo. nmessaging

#

# Use durabl e queues in AMQP. (bool ean val ue)
# Deprecated group/name - [ DEFAULT]/rabbit _durabl e_queues
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#anmgp_dur abl e_queues=f al se

# Aut o-del ete queues in AMQP. (bool ean val ue)
#amgp_aut o_del et e=f al se

# Size of RPC connection pool. (integer val ue)
#r pc_conn_pool _si ze=30

# SSL version to use (valid only if SSL enabled). Valid val ues
# are TLSvl and SSLv23. SSLv2, SSLv3, TLSvl 1, and TLSvl 2 may
# be avail able on sone distributions. (string val ue)

#konbu_ssl _versi on=

# SSL key file (valid only if SSL enabled). (string val ue)
#kombu_ssl| _keyfil e=

# SSL cert file (valid only if SSL enabl ed). (string val ue)
#konbu_ssl _certfil e=

# SSL certification authority file (valid only if SSL
# enabl ed). (string val ue)
#konmbu_ssl _ca_certs=

# How long to wait before reconnecting in response to an AMP
# consuner cancel notification. (floating point value)
#konmbu_r econnect _del ay=1. 0

# The Rabbit MQ br oker address where a single node is used
# (string val ue)
#r abbi t _host =l ocal host

# The Rabbi t MQ br oker port where a single node is used
# (integer val ue)
#rabbit_port=5672

# Rabbit MQ HA cl uster host:port pairs. (list val ue)
#rabbi t _host s=$r abbi t _host : $rabbi t _port

# Connect over SSL for RabbitMQ (bool ean val ue)
#rabbit _use_ssl =fal se

# The RabbitMQ userid. (string val ue)
#rabbi t _useri d=guest

# The Rabbit MQ password. (string val ue)
#r abbi t _passwor d=guest

# The Rabbi tMQ | ogin nethod. (string val ue)
#rabbi t _| ogi n_net hod=AMQPLAI N

# The RabbitMQ virtual host. (string val ue)
#rabbit virtual host=/

# How frequently to retry connecting with Rabbi t MQ (integer
# val ue)
#rabbit_retry_interval =1

# How | ong to backoff for between retries when connecting to
# Rabbi t MQ (i nteger val ue)
#rabbit_retry_backoff=2
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# Maxi mum nunmber of RabbitMQ connection retries. Default is O
# (infinite retry count). (integer val ue)
#rabbit _nmax_retries=0

# Use HA queues in RabbitM) (x-ha-policy: all). If you change
# this option, you nmust w pe the RabbitM) dat abase. (bool ean
# val ue)

#rabbi t _ha_queues=f al se

# Nunmber of seconds after which the Rabbit broker is

# consi dered down if heartbeat's keep-alive fails (0 disables
# the heartbeat, >0 enables it. Enabling heartbeats requires
# konbu>=3. 0.7 and angp>=1.4.0). EXPERI MENTAL (i nteger val ue)
#heart beat tineout threshol d=0

# How often tines during the heartbeat timeout threshold we
# check the heartbeat. (integer val ue)
#hear t beat _rate=2

# Deprecated, use rpc_backend=konbu+nmenory or rpc_backend=f ake
# (bool ean val ue)
#f ake_rabbi t =f al se

[profiler]

#

# Options defined in cinder.service
#

# If False fully disable profiling feature. (bool ean val ue)
#profil er_enabl ed=f al se

# |f False doesn't trace SQL requests. (bool ean val ue)
#trace_sql al cheny=f al se

[ DEFAULT]

[ keyst one_aut ht oken]

#
# From keyst onem ddl ewar e. aut h_t oken
#

# Conpl ete public Identity APl endpoint. (string val ue)
#aut h_uri = <None>

# APl version of the adnmin Identity APl endpoint. (string val ue)
#aut h_versi on = <None>

# Do not handl e authorization requests within the m ddl eware, but

# del egate the authorization decision to downstream WSG conponents.
# (bool ean val ue)

#del ay_aut h_deci sion = fal se

# Request tinmeout value for conmunicating with Identity APl server.
# (integer val ue)
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#htt p_connect _ti neout = <None>

# How many tines are we trying to reconnect when communicating with
# ldentity APl Server. (integer val ue)
#http_request _max_retries = 3

# Env key for the swift cache. (string val ue)
#cache = <None>

# Required if identity server requires client certificate (string
# val ue)
#certfile = <None>

# Required if identity server requires client certificate (string
# val ue)
#tkeyfil e = <None>

# A PEM encoded Certificate Authority to use when verifying HTTPs
# connections. Defaults to system CAs. (string val ue)
#cafil e = <None>

# Verify HTTPS connections. (bool ean val ue)
#i nsecure = fal se

# Directory used to cache files related to PKI tokens. (string val ue)
#signing_dir = <None>

# Optionally specify a |ist of nencached server(s) to use for caching.
# If left undefined, tokens will instead be cached in-process. (list
# val ue)

# Deprecated group/name - [ DEFAULT]/ nencache_servers
#nmencached_servers = <None>

# In order to prevent excessive effort spent validating tokens, the

# m ddl ewar e caches previously-seen tokens for a configurabl e duration
# (in seconds). Set to -1 to disable caching conpletely. (integer

# val ue)

#t oken_cache_time = 300

# Determ nes the frequency at which the |list of revoked tokens is

# retrieved fromthe Identity service (in seconds). A high nunber of
# revocation events conbined with a | ow cache durati on may

# significantly reduce performance. (integer val ue)
#revocation_cache tinme = 10

(Optional) If defined, indicate whether token data should be

aut henticated or authenticated and encrypted. Acceptable values are
MAC or ENCRYPT. |If MAC, token data is authenticated (with HVAC) in
the cache. |f ENCRYPT, token data is encrypted and authenticated in
the cache. If the value is not one of these options or enpty,
auth_token will raise an exception on initialization. (string val ue)
nmencache_security_strategy = <None>

H o OH R HHH

# (Optional, nandatory if nencache_security strategy is defined) This
# string is used for key derivation. (string val ue)
#nmencache_secret _key = <None>

# (Optional) Number of seconds nenctached server is considered dead
# before it is tried again. (integer val ue)
#mencache_pool dead_retry = 300
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# (Optional) Mxinmmtotal nunber of open connections to every
# mentached server. (integer val ue)
#mencache_pool _maxsi ze = 10

# (Optional) Socket tineout in seconds for conmunicating with a
# mentache server. (integer val ue)
#menctache_pool _socket timeout = 3

# (Optional) Number of seconds a connection to menctached is held
# unused in the pool before it is closed. (integer value)
#mencache_pool _unused_ti meout = 60

# (Optional) Nunber of seconds that an operation will wait to get a
# mentache client connection fromthe pool. (integer val ue)
#menctache_pool _conn_get _tinmeout = 10

# (Optional) Use the advanced (eventlet safe) nencache client pool.
# The advanced pool wi |l only work under python 2.x. (bool ean val ue)

#mencache_use_advanced_pool = fal se

# (Optional) Indicate whether to set the X-Service-Catal og header. If
# Fal se, mddleware will not ask for service catal og on token

# validation and will not set the X-Service-Catal og header. (bool ean
# val ue)

#i ncl ude_service_catal og = true

# Used to control the use and type of token binding. Can be set to:

# "di sabl ed" to not check token binding. "perm ssive" (default) to

# validate binding information if the bind type is of a formknown to
# the server and ignore it if not. "strict" |ike "perm ssive" but if

# the bind type is unknown the token will be rejected. "required" any
# form of token binding is needed to be allowed. Finally the name of a
# bi ndi ng nethod that must be present in tokens. (string val ue)

#enf orce_t oken_bi nd = perm ssive

# If true, the revocation list will be checked for cached tokens. This
# requires that PKI tokens are configured on the identity server.

# (bool ean val ue)

#icheck_revocations_for_cached = fal se

# Hash algorithms to use for hashing PKI tokens. This may be a single

# algorithmor multiple. The algorithnms are those supported by Python

# standard hashlib.new(). The hashes will be tried in the order given

# so put the preferred one first for performance. The result of the

# first hash will be stored in the cache. This will typically be set

# to nultiple values only while migrating froma |ess secure algorithm
# to a nore secure one. Once all the old tokens are expired this

# option should be set to a single value for better perfornmance. (list
# val ue)

#hash_al gori thns = nd5

# Prefix to prepend at the begi nning of the path. Deprecated, use

# identity uri. (string val ue)

#aut h_adm n_prefix =

# Host providing the admin Identity APl endpoi nt. Deprecated, use
# identity uri. (string val ue)
#auth_host = 127.0.0.1
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# Port of the admin lIdentity APl endpoi nt. Deprecated, use
# identity uri. (integer val ue)
#auth_port = 35357

# Protocol of the admin Identity APl endpoint (http or https).
# Deprecated, use identity uri. (string value)
#aut h_protocol = https

# Conplete adnmin ldentity APl endpoint. This should specify the
# unver si oned root endpoint e.g. https://local host: 35357/ (string
# val ue)

#identity uri = <None>

# This option is deprecated and may be renpbved in a future rel ease.
# Single shared secret with the Keystone configuration used for

# bootstrappi ng a Keystone installation, or otherw se bypassing the
# normal authentication process. This option should not be used, use
# “adm n_user” and " adm n_password® instead. (string val ue)
#adm n_t oken = <None>

# Service usernane. (string val ue)
#adm n_user = <None>

# Service user password. (string val ue)
#adm n_password = <None>

# Service tenant nane. (string val ue)
#adm n_tenant _nane = adm n

api-paste.ini

Use the api - past e. i ni file to configure the Block Storage API service.

HtHHH T
# OpenStack #
HREHHRHH BRI R

[ conmposi t e: osapi _vol une]

use = call:cinder.api:root_app_factory
/: apiversions

/v1l: openstack_vol unme_api _v1

/v2: openstack_vol unme_api _v2

[ conposi t e: openst ack_vol une_api _v1]
use = call:cinder. api.m ddl ewar e. aut h: pi pel i ne_factory
noauth = request _id faultwap sizelimt osprofiler noauth apivl

keystone = request _id faultwap sizelimt osprofiler authtoken keystonecontext

api v1

keystone_nolimt = request_id faultwap sizelimt osprofiler authtoken

keyst onecont ext api vl

[ conposi t e: openst ack_vol une_api _v2]
use = call:cinder. api.m ddl ewar e. aut h: pi pel i ne_factory
noauth = request _id faultwap sizelimt osprofiler noauth apiv2

keystone = request _id faultwap sizelimt osprofiler authtoken keystonecontext

api v2
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keystone_nolimt = request_id faultwap sizelinit osprofiler authtoken
keyst onecont ext api v2

[filter:request _id]
paste.filter_factory = osl o_m ddl eware. request _i d: Requestld. factory

[filter:faul tw ap]
paste.filter_factory = cinder.api.m ddl eware. faul t: Faul t Wapper.factory

[filter:osprofiler]

paste.filter_factory = osprofil er.web: Wsgi M ddl eware. factory
hmac_keys = SECRET KEY

enabl ed = yes

[filter:noauth]
paste.filter_factory = cinder. api.m ddl ewar e. aut h: NoAut hM ddl eware. factory

[filter:sizelinmt]
paste.filter_factory = cinder.api.m ddl eware. si zel i m t: Request BodySi zeLi m ter.
factory

[ app: api v1]
paste. app_factory = cinder. api.vl.router: APl Router.factory

[ app: api v2]
paste. app_factory = cinder. api.v2.router: APl Router.factory

[ pi pel i ne: api ver si ons]
pi pel i ne = faul tw ap osvol unever si onapp

[ app: osvol unever si onapp]
past e. app_factory = cinder. api .versions: Versi ons. factory

HEHRHHH
# Shared #
HtHAH T

[filter:keystonecontext]
paste.filter_factory = cinder. api.m ddl ewar e. aut h: G nder Keyst oneCont ext .

factory

[filter:authtoken]
paste.filter_factory = keystonem ddl eware. aut h_token:filter_factory

policy.json
The pol i cy. j son file defines additional access controls that apply to the Block Storage
service.
{
"context _is_adm n": "rol e:adnmn"
"admi n_or_owner": "is_admin:True or project_id:%project_id)s",
"default": "rul e:adm n_or_owner",
"adm n_api": "is_adm n: True",

"vol une: create": "",
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"rul e: adm n_api ",
“rul e:adm n_api ",
"rul e: adm n_api ",

"vol une_ext ensi
"vol unme_ext ensi
"vol ume_ext ensi
"vol ume_ext ensi
"rul e:adm n_api ",
"vol une_ext ensi
"vol ume_ext ensi
"vol ume_ext ensi
"vol ume_ext ensi

"vol ume_ext ensi
"vol ume_ext ensi
"vol unme_ext ensi

"vol ume_ext ensi
"vol ume_ext ensi
"vol une_ext ensi
"vol unme_ext ensi
"vol ume_ext ensi
"vol ume_ext ensi
"vol unme_ext ensi
"vol une_ext ensi
"rul e: adm n_api ",

"vol une_ext ensi
"vol unme_ext ensi
"vol ume_ext ensi
"vol ume_ext ensi
"vol unme_ext ensi

"vol ume_ext ensi

on:
on:
on:
on:

on
on

on:
on:
on:

on:
on:
on:
on:
on:
on:
on:
on:

on:
on:
on:
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"vol une: del ete": "",
"“vol une: get": "",
"vol ume: get _all": "",
"vol ume: get _vol une_netadata": "",
"vol unme: get _vol unme_adm n_net adat a":
"vol une: del et e_vol unme_admi n_net adat a":
"vol ume: updat e_vol ume_admi n_met adat a":
"vol une: get _snapshot": "",
"vol ume: get _al | _snapshots": "",
"vol une: extend": "",
"vol une: update_readonly_flag": "",
"vol ume: retype": "",
"vol ume_ext ensi on: t ypes_nanage":

"rul e:adm n_api ",

“rul e: adm n_api ",

:vol une_t ype_encryption":
:vol une_encrypti on_net adat a":
on:
on:

types_extra_specs":
vol une_t ype_access": "",

vol une_t ype_access: addPr oj ect Access":

vol ume_t ype_access: r enovePr oj

"rul

"rul e: adm n_api ",
ect Access":

e:adm n_api ",
"rul e: adm n_or_owner",

ext ended_snapshot _attributes": "",

vol une_i mage_net adat a": ,
quot as: show': "",
quot as: updat e":

quota_cl asses": "",

vol ume_adm n_acti ons: reset _stat us":
snapshot _adnmi n_acti ons: reset _
backup_adm n_actions: reset _status":
vol une_adm n_actions: force_del ete":
vol une_admi n_acti ons: force_det ach":
snapshot _adm n_actions: force_
vol une_adm n_acti ons: m grate_vol une":

"rul e: adm n_api ",

“rul e: adm n_api ",
status": "rul e:adm n_api",
“rul e: adm n_api ",
"rul e: adm n_api ",
“rul e:adm n_api ",
del ete":

"rul e: adm n_api ",
"rul e: adm n_api ",

vol une_adm n_acti ons: m grate_vol une_conpl eti on":

vol une_host _attri bute":
vol une_t enant _attri bute":
vol une_m g_status_attribute":

"rul e: adm n_api ",
"rul e: adm n_or_owner",

“rul e:adm n_api ",

on: hosts": "rul e:adm n_api ",
on:services": "rule:adm n_api",
on: vol ume_manage": "rul e: adm n_api ",

"vol ume_ext ensi on: vol ume_unnmanage" :

"vol une: services":

"rul e: adm n_api ",

"rul e:adm n_api ",

"vol une:
"vol une:
"vol une:
"vol une:

create_transfer":
accept _transfer":
del ete transfer":

’
non

’
nn

’

nn

get _all _transfers": ,

"backup: get":

"backup: creat e"
"backup: del et e":

"vol ume_ext ensi on: repl i cati on: pronot e":
"vol unme_ext ensi on: replication: reenabl e":

"rul e: adm n_api ",
"rul e: adm n_api ",
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"backup: get_al | ": ,
"backup: restore": "",
"backup: backup-inport": "rul e:adm n_api",
"backup: backup-export": "rul e:adm n_api ",

"snapshot _ext ensi on: snapshot _acti ons: updat e_snapshot _st at us": ,

"consi st encygroup: create" : "group: nobody",
"consi st encygroup: del ete": "group: nobody",
"consi st encygr oup: updat e”: "group: nobody",
"consi st encygroup: get": "group: nobody",
"consi st encygroup: get _all": "group: nobody"

"consi st encygroup: creat e_cgsnapshot"” : "group: nobody",
"consi st encygr oup: del et e_cgsnapshot": "group: nobody",
"consi st encygr oup: get _cgsnapshot”: "group: nobody",
"consi st encygroup: get _al | _cgsnapshots": "group: nobody",

"schedul er _ext ensi on: schedul er _stats: get_pool s" : "rul e: adm n_api "

}

DRAFT - Liberty - DRAFT - Liberty -

rootwrap.conf

The r oot wr ap. conf file defines configuration values used by the rootwrap script when
the Block Storage service must escalate its privileges to those of the root user.

# Configuration for cinder-rootw ap
# This file should be owned by (and only-witeable by) the root user

[ DEFAULT]

# List of directories to load filter definitions from (separated by ',"').
# These directories MIUST all be only witeable by root !
filters_path=/etc/cinder/rootw ap.d,/usr/share/cinder/rootw ap

# List of directories to search executables in, in case filters do not
# explicitely specify a full path (separated by ',")

# I f not specified, defaults to system PATH environment vari abl e.

# These directories MIUST all be only witeable by root !
exec_dirs=/shin,/usr/sbin,/bin,/usr/bin,/usr/local/bin,/usr/local/shin

# Enabl e | oggi ng to sysl og
# Default value is Fal se
use_sysl og=Fal se

# Wi ch syslog facility to use.

# Valid val ues include auth, authpriv, syslog, |ocal0O, |ocall...
# Default value is 'syslog

sysl og_l og_facility=sysl og

# Whi ch nessages to | og.

# | NFO neans | og all usage

# ERROR nmeans only | og unsuccessful attenpts
sysl og_| og_| evel =ERROR

Log files used by Block Storage

The corresponding log file of each Block Storage service is stored in the / var /| og/ ci n-
der/ directory of the host on which each service runs.
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Table 2.41. Log files used by Block Storage services

Log file Service/interface (for CentOS, Fedora, |Service/interface (for Ubuntu and

openSUSE, Red Hat Enterprise Linux, Debian)
and SUSE Linux Enterprise)

api .l og openst ack- ci nder - api ci nder-ap

ci nder - manage. | og

ci nder - manage ci nder - manage

schedul er. | og openst ack- ci nder - schedul er ci nder - schedul er

ci nder - vol une

vol ure. | og openst ack- ci nder - vol urme

Fibre Channel Zone Manager

The Fibre Channel Zone Manager allows FC SAN Zone/Access control management in con-
junction with Fibre Channel block storage. The configuration of Fibre Channel Zone Manag-
er and various zone drivers are described in this section.

Configure Block Storage to use Fibre Channel Zone Manager

If Block Storage is configured to use a Fibre Channel volume driver that supports Zone Man-
ager, update ci nder . conf to add the following configuration options to enable Fibre
Channel Zone Manager.

Make the following changes in the / et ¢/ ci nder/ ci nder . conf file.

Table 2.42. Description of zoning configuration options

Configuration option = Default value ‘ Description
[DEFAULT]

zoni ng_node =none

‘ (StrOpt) FC Zoning mode configured

[fc-zone-manager]

(StrOpt) Comma separated list of Fibre Channel fabric
names. This list of names is used to retrieve other SAN cre-
dentials for connecting to each SAN fabric

fc_fabric_names =None

fc_san_| ookup_service=
ci nder. zonemanager . dri vers. brocade. brcd_fc_

(StrOpt) FC SAN Lookup Service
san_| ookup_servi ce. Br cdFCSanLookupSer vi ce

zone_driver =
ci nder. zonemanager . dri vers. brocade. brcd_fc_

(StrOpt) FC Zone Driver responsible for zone management
yone_dri ver. BrcdFCZoneDri ver

zoning_policy=initiator-target

(StrOpt) Zoning policy configured by user; valid values in-
clude "initiator-target” or "initiator"

To use different Fibre Channel Zone Drivers, use the parameters described in this section.

Q Note

When multi backend configuratio

n is used, provide the zoni ng_node

configuration option as part of the volume driver configuration where

vol urme_dri ver option is specifi

3 Note
Default value of zoni ng_node is

ri c to allow fabric zoning.

ed.

None and this needs to be changed to f ab-

177



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty

ence

3 Note
zoni ng_pol i cy can be configured asi niti ator-target orinitiator

Brocade Fibre Channel Zone Driver

Brocade Fibre Channel Zone Driver performs zoning operations through SSH. Configure
Brocade Zone Driver and lookup service by specifying the following parameters:

Table 2.43. Description of zoning manager configuration options

Configuration option = Default value ‘ Description

[fc-zone-manager]

brcd_sb_connect or = (StrOpt) Southbound connector for zoning operation
ci nder. zonemanager . dri vers. brocade. brcd_fc_zone_client_cli.BrcdFCZoned i ent CLI

Configure SAN fabric parameters in the form of fabric groups as described in the example
below:

Table 2.44. Description of zoning fabrics configuration options

Configuration option = Default value ‘ Description

[BRCD_FABRIC_EXAMPLE]

fc_fabric_address = (StrOpt) Management IP of fabric
fc_fabric_password= (StrOpt) Password for user
fc_fabric_port =22 (IntOpt) Connecting port

fc_fabric_user = (StrOpt) Fabric user ID

princi pal _sw t ch_wan = None (StrOpt) Principal switch WWN of the fabric
zone_activate=True (BoolOpt) overridden zoning activation state
zone_nane_prefi x =None (StrOpt) overridden zone name prefix
zoning_policy=initiator-target (StrOpt) overridden zoning policy

j I Note
Define a fabric group for each fabric using the fabric names used in
f c_fabri c_nanes configuration option as group name.

System requirements

Brocade Fibre Channel Zone Driver requires firmware version FOS v6.4 or higher.

As a best practice for zone management, use a user account with zoneadni n role. Users
with admi n role (including the default admi n user account) are limited to a maximum of
two concurrent SSH sessions.

For information about how to manage Brocade Fibre Channel switches, see the Brocade
Fabric OS user documentation.

Cisco Fibre Channel Zone Driver

Cisco Fibre Channel Zone Driver automates the zoning operations through SSH. Configure
Cisco Zone Driver, Cisco Southbound connector, FC SAN lookup service and Fabric name.
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Set the following options in the ci nder . conf configuration file.

[ fc-zone- manager ]

zone_driver = cinder.zonemanager.drivers.cisco.cisco_fc_zone_driver.
Ci scoFCZoneDr i ver

fc_san_| ookup_servi ce = cinder. zonemanager. dri vers. ci sco.

ci sco_fc_san_| ookup_service. G scoFCSanLookupSer vi ce

fc_fabric_names = Cl SCO_ FABRI C_EXAMPLE

ci sco_sb_connector = cinder.zonemanager.drivers. ci sco.
cisco_fc_zone_client_cli.C scoFCZoned i ent CLI

Table 2.45. Description of cisco zoning manager configuration options

Configuration option = Default value ‘ Description

[fc-zone-manager]

ci sco_sb_connector = (StrOpt) Southbound connector for zoning operation
ci nder. zonemanager . dri vers. ci sco. ci sco_fc_zone_client_cli.C scoFCZoneC ient CLI

Configure SAN fabric parameters in the form of fabric groups as described in the example
below:

Table 2.46. Description of cisco zoning fabrics configuration options

Configuration option = Default value ‘ Description

[CISCO_FABRIC_EXAMPLE]

cisco_fc_fabric_address = (StrOpt) Management IP of fabric
cisco_fc_fabric_password= (StrOpt) Password for user
cisco_fc_fabric_port =22 (IntOpt) Connecting port
cisco_fc_fabric_user = (StrOpt) Fabric user ID
cisco_zone_activate=True (BoolOpt) overridden zoning activation state
ci sco_zone_nane_prefix=None (StrOpt) overridden zone name prefix
cisco_zoning_policy=initiator-target (StrOpt) overridden zoning policy

ci sco_zoni ng_vsan = None (StrOpt) VSAN of the Fabric

3 Note

Define a fabric group for each fabric using the fabric names used in
fc_fabric_nanmes configuration option as group name.

The Cisco Fibre Channel Zone Driver supports basic and enhanced zoning
modes.The zoning VSAN must exist with an active zone set name which is same
asthefc_fabric_names option.

System requirements
Cisco MDS 9000 Family Switches.
Cisco MDS NX-OS Release 6.2(9) or later.

For information about how to manage Cisco Fibre Channel switches, see the Cisco MDS
9000 user documentation.
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Volume encryption with static key

This is an implementation of a key manager that reads its key from the project's configura-
tion options.

This key manager implementation provides limited security, assuming that the key remains
secret. Volume encryption provides protection against a lost or stolen disk, assuming that
the configuration file that contains the key is not stored on the disk. Encryption also pro-
tects the confidentiality of data as it is transmitted via iSCSI from the compute host to the
storage host as long as an attacker who intercepts the data does not know the secret key.

Because this implementation uses a single, fixed key, it does not provide protection if that
key is compromised. In particular, different volumes encrypted with a key provided by this
key manager actually share the same encryption key so any volume can be decrypted once
the fixed key is known.

Updates are in the pipeline which will provide true key manager support via the key man-
agement service. This will provide much better security once complete.

Initial configuration

Configuration changes need to be made to any nodes running the ci nder - vol une or
nova- conput e services.

Update ci nder - vol une servers:

1. Editthe/ et c/ ci nder/ ci nder. conf file and add or update the value of the option
fi xed_key inthe[ keyngr] section:

[ keyngr]

# Fi xed key returned by key manager, specified in hex (string

# val ue)

fixed_key =
0000000000000000000000000000000000000000000000000000000000000000

2. Restartci nder-vol une.
Update nova- conput e servers:

1. Editthe/ et c/ noval/ nova. conf file and add or update the value of the option
fixed_key inthe [ keyngr] section (add a keymgr section as shown if needed):

[ keynor]

# Fi xed key returned by key nanager, specified in hex (string

# val ue)

fixed_key =
0000000000000000000000000000000000000000000000000000000000000000

2. Restart nova- conput e.

Create encrypted volume type

Block Storage volume type assignment provides scheduling to a specific back-end, and can
be used to specify actionable information for a back-end storage device.
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This example creates a volume type called LUKS and provides configuration information for
the storage system to encrypt or decrypt the volume.

1.  Source your admin credentials:

$ source admi n-openrc. sh

2. Create the volume type:

$ cinder type-create LUKS

i [ SR +
I ) | Nane |
BT T T H--m - - +
| e64b35a4- a849- 4c53- 9cc7- 2345d3c8f bde | LUKS |
e H-cmm--- +

3. Mark the volume type as encrypted and provide the necessary details. Use - -
control _| ocati on to specify where encryption is performed: f r ont - end (default)
or back- end.

$ cinder encryption-type-create --ci pher aes-xts-plain64 --key size 512 \
--control _| ocation front-end LUKS nova. vol une. encryptors. | uks.
LuksEncr ypt or

e
b= cccoc-cocmoocoocooooScoooCoocooooSooooooooo fococcocoocooooooo fhmcoocooooo
ffocccoccocococcocas +
Vol ume Type | D | Provi der

| Ci pher | Key Size | Control Location |
L o C M C M hC e mE M e m M e e mm e S me s s e e e e
T I I dommmmmaa
ffcccccccocccocooc== +
| e64b35a4- a849-4c53-9cc7-2345d3c8f bde | nova. vol unme. encryptors. | uks.
LuksEncryptor | aes-xts-plain64 | 512 | front-end |
e
oo eieieeeeeeecaaaaaooaa. e S R
ff=ccccccocccoc=oc== +

Support for creating the volume type in the OpenStack dashboard (horizon) exists today,
however support for tagging the type as encrypted and providing the additional informa-
tion needed is still in review.

Create an encrypted volume

Use the OpenStack dashboard (horizon), or the cinder command to create volumes just as
you normally would. For an encrypted volume use the LUKS tag, for unencrypted leave the
LUKS tag off.

1.  Source your admin credentials:

$ source admi n-openrc. sh

2. Create an unencrypted 1 GB test volume:

$ cinder create --display-nane 'unencrypted volume' 1

| attachnents | [1 |
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avai l ability_zone nova
boot abl e fal se
created_at 2014-08-10T01: 24: 03. 000000
description None
encrypted Fal se
id 081700f d- 2357- 44f f - 860d- 2cd78ad9c568
nmet adat a {}
name unencrypt ed vol une

0s-vol -host-attr: host controll er

os-vol -m g-status-attr: m gstat None
os-vol -m g-status-attr: nane_id None
os-vol -tenant-attr:tenant _id 08f dea76¢c760475f 82087a45dbe94918
si ze 1
snapshot _i d None
source_volid None
st at us creating
user _id 7cbc6b58b372439e8f 70e2a9103f 1332
vol une_t ype None
ff=—cccccoc-occcocccccocooocooo=oo dfeccc-ccooccooccooccooococoooccoocsscosooooo +
3. Create an encrypted 1 GB test volume:
$ cinder create --display-nanme 'encrypted vol ume' --volume-type LUKS 1
ff=—cccccoc-occcocccccocooocooo=oo dfeccc-ccooccooccooccooococoooccoocsscosooooo +
| Property | Val ue |
T T T T +
attachnent s [1
avail ability_zone nova
boot abl e fal se
creat ed_at 2014- 08- 10T01: 24: 24. 000000
description None
encrypted True
id 86060306- 6f 43- 4c92- 9ab8- ddcd83acd973
net adat a {}
name encrypted vol une

os-vol - host -attr: host controll er

os-vol -m g-status-attr: m gstat None

os-vol -m g-status-attr: nane_id None
0s-vol -tenant-attr:tenant _id 08f dea76c760475f 82087a45dbe94918

si ze 1
shapshot _i d None
source_volid None
st at us creating

user _id 7cbc6b58b372439e8f 70€2a9103f 1332

vol une_t ype LUKS

Hf—cccccc-ccoocoocococcoccooosaooos docccccscocooooocococococcooccosooocooooooo +

Notice the encrypted parameter; it will show True/False. The option vol une_t ype is also
shown for easy review.

Testing volume encryption

This is a simple test scenario to help validate your encryption. It assumes an LVM based
Block Storage server.

Perform these steps after completing the volume encryption setup and creating the vol-
ume-type for LUKS as described in the preceding sections.

1. Create a VM:
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$ nova boot --flavor mil.tiny --inage cirros-0.3.1-x86_64-di sk vmtest
2. Create two volumes, one encrypted and one not encrypted then attach them to your

VM:

$ cinder create --display-nane 'unencrypted volume' 1

$ cinder create --display-nane 'encrypted vol ume' --volunme-type LUKS 1
$ cinder |ist
e e e e e e eemeeeememeaaaaaa Fommm e o e e eeaaaaa
fl=mc=== dfmcccocosooocoo Gfesoccooc== dfeoccccoocoooe +
| I D | Status | Nane
Size | Volune Type | Bootable | Attached to
fccoccoccoocooooooccocononooooocooonaooao dooococcacoo mooccocccocnococoocno
= o === fmcccccoocooos fmccoccooo-= dmcccoc-scooos +
| 64b48a79- 5686- 4542- 9b52- d649b51c10a2 | avail able | unencrypted vol une |
1 | None | false | |
| db50b71c- bf 97- 47cb- a5cf - b4b43aledab6 | available | encrypted vol ume
1 | LUKS | false | |
Hf—ccccccoccocooococococoocooocssooos=oooos feocccocooooo fecccccccscoocooocooos
Fomem - Fommm e eee e Fomem e maa s Fommmmmeee e +

$ nova vol une-attach vmtest 64b48a79- 5686- 4542- 9b52- d649b51c10a2 / dev/ vdb
$ nova vol une-attach vmtest db50b71c-bf97-47cb-a5cf-b4b43a0edab6 /dev/vdc

3.  Onthe VM, send some text to the newly attached volumes and synchronize them:

# echo "Hello, world (unencrypted /dev/vdb)" >> /dev/vdb
# echo "Hello, world (encrypted /dev/vdc)" >> /dev/vdc

# sync && sleep 2

# sync && sleep 2

On the system hosting cinder volume services, synchronize to flush the 1/0 cache then
test to see if your strings can be found:

# sync && sleep 2

# sync && sleep 2

# strings /dev/stack-vol unes/vol une-* | grep "Hell 0"
Hel | o, world (unencrypted /dev/vdb)

In the above example you see that the search returns the string written to the unencrypted

volume, but not the encrypted one.

Additional options

These options can also be set in the ci nder. conf file.

Table 2.47. Description of API configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

api _paste_config=api-paste.ini (StrOpt) File name for the paste.deploy config for cin-
der-api

api _rate_limt =True (BoolOpt) Enables or disables rate limit of the API.

az_cache_duration=3600 (IntOpt) Cache volume availability zones in memory for
the provided duration in seconds

backend_host =None (StrOpt) Backend override of host value.
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Configuration option = Default value

Description

defaul t _ti meout =525600

(IntOpt) Default timeout for CLI operations in minutes.
For example, LUN migration is a typical long running op-
eration, which depends on the LUN size and the load of
the array. An upper bound in the specific deployment can
be set to avoid unnecessary long wait. By default, it is 365
days long.

enabl e_vl_api =True

(BoolOpt) DEPRECATED: Deploy v1 of the Cinder API.

enabl e_v2_api =True

(BoolOpt) Deploy v2 of the Cinder API.

extra_capabilities={}

(StrOpt) User defined capabilities, a JSON formatted string
specifying key/value pairs. The key/value pairs can be used
by the CapabilitiesFilter to select between backends when
requests specify volume types. For example, specifying a
service level or the geographical location of a backend,
then creating a volume type to allow the user to select by
these different properties.

max_header _| i ne =16384

(IntOpt) Maximum line size of message headers to be ac-

cepted. max_header_line may need to be increased when
using large tokens (typically those generated by the Key-

stone v3 API with big service catalogs).

osapi _max_limt =1000

(IntOpt) The maximum number of items that a collection
resource returns in a single response

osapi _max_request _body_size=114688

(IntOpt) Max size for body of a request

osapi _vol une_base_URL = None

(StrOpt) Base URL that will be presented to users in links
to the OpenStack Volume API

osapi _vol une_ext _list =

(ListOpt) Specify list of extensions to load when
using osapi_volume_extension option with
cinder.api.contrib.select_extensions

osapi _vol une_ext ensi on =
[' cinder.api.contrib.standard_extensions']

(MultiStrOpt) osapi volume extension to load

osapi _volune_listen=0.0.0.0

(StrOpt) IP address on which OpenStack Volume API lis-
tens

osapi _vol une_listen_port =8776

(IntOpt) Port on which OpenStack Volume API listens

osapi _vol une_wor ker s =None

(IntOpt) Number of workers for OpenStack Volume API
service. The default is equal to the number of CPUs avail-
able.

publ i c_endpoi nt =None

(StrOpt) Public url to use for versions endpoint. The de-
fault is None, which will use the request's host_url at-
tribute to populate the URL base. If Cinder is operating be-
hind a proxy, you will want to change this to represent the
proxy's URL.

transfer_api _class=cinder.transfer.api.API

(StrOpt) The full class name of the volume transfer API
class

vol ume_api _cl ass =ci nder. vol ure. api . API

(StrOpt) The full class name of the volume API class to use

vol umre_nane_t enpl at e =vol une- %

(StrOpt) Template string to be used to generate volume
names

vol ume_nunber_multiplier =-1.0

(FloatOpt) Multiplier used for weighing volume number.
Negative numbers mean to spread vs stack.

vol ume_transfer_key_length=16

(IntOpt) The number of characters in the autogenerated
auth key.

volume_transfer_salt_length=8

(IntOpt) The number of characters in the salt.

Table 2.48. Description of AMQP configuration options

Configuration option = Default value

‘ Description

[DEFAULT]
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Description

control _exchange =openst ack

(StrOpt) The default exchange under which topics are
scoped. May be overridden by an exchange name speci-
fied in the transport_url option.

notification_driver =[]

(MultiStrOpt) Driver or drivers to handle sending notifica-
tions.

notification_topics=notifications

(ListOpt) AMQP topic used for OpenStack notifications.

transport _url =None

(StrOpt) A URL representing the messaging driver to use
and its full configuration. If not set, we fall back to the
rpc_backend option and driver specific configuration.

Table 2.49. Description of authorization configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

aut h_strategy =noauth

(StrOpt) The strategy to use for auth. Supports noauth,
keystone, and deprecated.

Table 2.50. Description of authorization token configuration options

Configuration option = Default value

‘ Description

[keystone_authtoken]

adm n_passwor d = None

(StrOpt) Service user password.

adm n_t enant _nane =adnin

(StrOpt) Service tenant name.

admi n_t oken = None

(StrOpt) This option is deprecated and may be removed
in a future release. Single shared secret with the Keystone
configuration used for bootstrapping a Keystone instal-
lation, or otherwise bypassing the normal authentication
process. This option should not be used, use “admin_user’
and “admin_password" instead.

adm n_user =None

(StrOpt) Service username.

auth_adm n_prefix=

(StrOpt) Prefix to prepend at the beginning of the path.
Deprecated, use identity_uri.

aut h_host =127.0.0.1

(StrOpt) Host providing the admin Identity APl endpoint.
Deprecated, use identity_uri.

aut h_pl ugi n = None

(StrOpt) Name of the plugin to load

aut h_port =35357

(IntOpt) Port of the admin Identity APl endpoint. Depre-
cated, use identity_uri.

aut h_protocol =https

(StrOpt) Protocol of the admin Identity APl endpoint (http
or https). Deprecated, use identity_uri.

aut h_secti on=None

(StrOpt) Config Section from which to load plugin specific
options

aut h_uri =None

(StrOpt) Complete public Identity API endpoint.

aut h_ver si on =None

(StrOpt) API version of the admin Identity APl endpoint.

cache = None

(StrOpt) Env key for the swift cache.

cafil e=None

(StrOpt) A PEM encoded Certificate Authority to use when
verifying HTTPs connections. Defaults to system CAs.

certfil e=None

(StrOpt) Required if identity server requires client certifi-
cate

check_revocations_for_cached=Fal se

(BoolOpt) If true, the revocation list will be checked for
cached tokens. This requires that PKI tokens are config-
ured on the identity server.

185



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer-

ence

July 1, 2015 liberty

Configuration option = Default value

Description

del ay_aut h_deci si on =Fal se

(BoolOpt) Do not handle authorization requests within
the middleware, but delegate the authorization decision
to downstream WSGI components.

enf orce_t oken_bi nd =per ni ssi ve

(StrOpt) Used to control the use and type of token bind-
ing. Can be set to: "disabled" to not check token binding.
"permissive" (default) to validate binding information if
the bind type is of a form known to the server and ignore
it if not. "strict" like "permissive" but if the bind type is un-
known the token will be rejected. "required" any form of
token binding is needed to be allowed. Finally the name of
a binding method that must be present in tokens.

hash_al gori t hns = md5

(ListOpt) Hash algorithms to use for hashing PKI tokens.
This may be a single algorithm or multiple. The algorithms
are those supported by Python standard hashlib.new().
The hashes will be tried in the order given, so put the pre-
ferred one first for performance. The result of the first
hash will be stored in the cache. This will typically be set to
multiple values only while migrating from a less secure al-
gorithm to a more secure one. Once all the old tokens are
expired this option should be set to a single value for bet-
ter performance.

http_connect _ti meout =None

(IntOpt) Request timeout value for communicating with
Identity API server.

http_request _max_retries=3

(IntOpt) How many times are we trying to reconnect
when communicating with Identity API Server.

identity_uri =None

(StrOpt) Complete admin Identity APl endpoint. This
should specify the unversioned root endpoint e.g. https://
localhost:35357/

i ncl ude_service_catal og=True

(BoolOpt) (Optional) Indicate whether to set the X-Ser-
vice-Catalog header. If False, middleware will not ask for
service catalog on token validation and will not set the X-
Service-Catalog header.

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e =None

(StrOpt) Required if identity server requires client certifi-
cate

nencache_pool _conn_get _tineout =10

(IntOpt) (Optional) Number of seconds that an operation
will wait to get a memcache client connection from the
pool.

nmencache_pool _dead_retry =300

(IntOpt) (Optional) Number of seconds memcached server
is considered dead before it is tried again.

nmencache_pool _maxsi ze =10

(IntOpt) (Optional) Maximum total number of open con-
nections to every memcached server.

nmencache_pool _socket _ti neout =3

(IntOpt) (Optional) Socket timeout in seconds for commu-
nicating with a memcache server.

nenctache_pool _unused_ti meout =60

(IntOpt) (Optional) Number of seconds a connection to
memcached is held unused in the pool before it is closed.

nmencache_secret _key = None

(StrOpt) (Optional, mandatory if
memcache_security_strategy is defined) This string is used
for key derivation.

nmencache_security_strategy =None

(StrOpt) (Optional) If defined, indicate whether token da-
ta should be authenticated or authenticated and encrypt-
ed. Acceptable values are MAC or ENCRYPT. If MAC, to-
ken data is authenticated (with HMAC) in the cache. If EN-
CRYPT, token data is encrypted and authenticated in the
cache. If the value is not one of these options or empty,
auth_token will raise an exception on initialization.
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Description

nmencache_use_advanced_pool =Fal se

(BoolOpt) (Optional) Use the advanced (eventlet safe)
memcache client pool. The advanced pool will only work
under python 2.x.

revocation_cache_tinme=10

(IntOpt) Determines the frequency at which the list of
revoked tokens is retrieved from the Identity service (in
seconds). A high number of revocation events combined
with a low cache duration may significantly reduce perfor-
mance.

si gni ng_di r =None

(StrOpt) Directory used to cache files related to PKI to-
kens.

t oken_cache_ti ne =300

(IntOpt) In order to prevent excessive effort spent validat-
ing tokens, the middleware caches previously-seen tokens
for a configurable duration (in seconds). Set to -1 to dis-
able caching completely.

Table 2.51. Description of backups configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backup_api _cl ass =ci nder. backup. api . API

(StrOpt) The full class name of the volume backup API
class

backup_conpression_al gorithm=zlib

(StrOpt) Compression algorithm (None to disable)

backup_dri ver =ci nder. backup. drivers.sw ft

(StrOpt) Driver to use for backups.

backup_nmnager =
ci nder. backup. manager . BackupManager

(StrOpt) Full class name for the Manager for volume back-
up

backup_net adata_versi on=2

(IntOpt) Backup metadata version to be used when back-
ing up volume metadata. If this number is bumped, make
sure the service doing the restore supports the new ver-
sion.

backup_nane_t enpl at e =backup- %

(StrOpt) Template string to be used to generate backup
names

backup_obj ect _nunber _per_notificati on=10

(IntOpt) The number of chunks or objects, for which one
Ceilometer notification will be sent

backup_tiner_interval =120

(IntOpt) Interval, in seconds, between two progress notifi-
cations reporting the backup status

backup_t opi ¢ =ci nder - backup

(StrOpt) The topic that volume backup nodes listen on

snapshot _nane_t enpl at e =snapshot - %

(StrOpt) Template string to be used to generate snapshot
names

snapshot _sane_host =True

(BoolOpt) Create volume from snapshot at the host where
snapshot resides

Table 2.52. Description of block device configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

avai |l abl e_devi ces =

‘ (ListOpt) List of all available devices

Table 2.53. Description of CA and SSL configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

ssl _ca_fil e=None

(StrOpt) CA certificate file to use to verify connecting
clients
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Configuration option = Default value

Description

ssl _cert _file=None

(StrOpt) Certificate file to use when starting the server se-
curely

ssl _key_fil e=None

(StrOpt) Private key file to use when starting the server se-
curely

Table 2.54. Description of CloudByte volume driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

cb_account _nane = None

(StrOpt) CloudByte storage specific account name. This
maps to a project name in OpenStack.

cb_add_gosgroup={'latency': '15', 'iops':
'10', 'graceallowed': 'false', 'iopscon-
trol': "true', 'menimt': "0, 'through-
put': '0', "tpcontrol': 'false', 'network-
speed': '0'}

(DictOpt) These values will be used for CloudByte storage's
addQos API call.

cb_api key = None

(StrOpt) Driver will use this API key to authenticate against
the CloudByte storage's management interface.

cb_confirmvol ume_create_retries=3

(IntOpt) Will confirm a successful volume creation in
CloudByte storage by making this many number of at-
tempts.

cb_confirmvolune_create_retry_interval =5

(IntOpt) A retry value in seconds. Will be used by the driv-
er to check if volume creation was successful in CloudByte
storage.

cb_create_volune={'conpression': 'off"',
"deduplication': "off', 'blocklength':
'512B', 'sync': 'always', 'protocoltype':
"ISCSI', 'recordsize': '16k'}

(DictOpt) These values will be used for CloudByte storage's
createVolume API call.

cb_t sm nane = None

(StrOpt) This corresponds to the name of Tenant Storage
Machine (TSM) in CloudByte storage. A volume will be cre-
ated in this TSM.

Table 2.55. Description of common configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

chap_password =

(StrOpt) Password for specified CHAP account name.

chap_user nane =

(StrOpt) CHAP user name.

chi scsi _conf =/etc/chel sio-isc-
si/chi scsi. conf

(StrOpt) Chiscsi (CXT) global defaults configuration file

client_socket _tinmeout =900

(IntOpt) Timeout for client connections' socket operations.
If an incoming connection is idle for this number of sec-
onds it will be closed. A value of '0' means wait forever.

conput e_api _cl ass =ci nder. conput e. nova. API

(StrOpt) The full class name of the compute API class to
use

consi st encygroup_api _cl ass =
ci nder. consi st encygroup. api . AP|

(StrOpt) The full class name of the consistencygroup API
class

defaul t _availability_zone =None

(StrOpt) Default availability zone for new volumes. If not
set, the storage_availability_zone option value is used as
the default for new volumes.

def aul t _vol ume_t ype = None

(StrOpt) Default volume type to use

driver_dat a_nanmespace = None

(StrOpt) Namespace for driver private data values to be
saved in.

enabl e_new _services =True

(BoolOpt) Services to be added to the available pool on
create
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Configuration option = Default value

Description

end_ti me =None

(StrOpt) If this option is specified then the end time speci-
fied is used instead of the end time of the last completed
audit period.

enforce_mul ti path_for_i mage_xfer =Fal se

(BoolOpt) If this is set to True, attachment of volumes for
image transfer will be aborted when multipathd is not run-
ning. Otherwise, it will fallback to single path.

host =1 ocal host

(StrOpt) Name of this node. This can be an opaque identi-
fier. It is not necessarily a host name, FQDN, or IP address.

iet_conf =/etc/iet/ietd.conf

(StrOpt) IET configuration file

i scsi_secondary_i p_addresses =

(ListOpt) The list of secondary IP addresses of the iSCSI
daemon

lio_initiator_igns=

(StrOpt) This option is deprecated and unused. It will be
removed in the next release.

max_over _subscription_ratio=20.0

(FloatOpt) Float representation of the over subscription ra-
tio when thin provisioning is involved. Default ratio is 20.0,
meaning provisioned capacity can be 20 times of the total
physical capacity. If the ratio is 10.5, it means provisioned
capacity can be 10.5 times of the total physical capacity.

A ratio of 1.0 means provisioned capacity cannot exceed
the total physical capacity. A ratio lower than 1.0 will be
ignored and the default value will be used instead.

nmencached_servers =None

(ListOpt) Memcached servers or None for in process cache.

nonkey_pat ch = Fal se

(BoolOpt) Enable monkey patching

nonkey_pat ch_nodul es =

(ListOpt) List of modules/decorators to monkey patch

ny_ip=10.0.0.1

(StrOpt) IP address of this host

no_snapshot _gb_quot a =Fal se

(BoolOpt) Whether snapshots count against gigabyte quo-
ta

num shell _tries=3

(IntOpt) Number of times to attempt to run flakey shell
commands

os_privil eged_user_nane = None

(StrOpt) OpenStack privileged account username. Used for
requests to other services (such as Nova) that require an
account with special rights.

os_privil eged_user _password=None

(StrOpt) Password associated with the OpenStack privi-
leged account.

os_privil eged_user_t enant = None

(StrOpt) Tenant name associated with the OpenStack priv-
ileged account.

peri odi c_fuzzy_del ay =60

(IntOpt) Range, in seconds, to randomly delay when start-
ing the periodic task scheduler to reduce stampeding. (Dis-
able by setting to 0)

periodi c_interval =60

(IntOpt) Interval, in seconds, between running periodic
tasks

policy_default_rule=defaul t

(StrOpt) Default rule. Enforced when a requested rule is
not found.

policy dirs=['policy.d]

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

policy _file=policy.json

(StrOpt) The JSON file that defines policies.

replication_api_class-=
cinder.replication. api.API

(StrOpt) The full class name of the volume replication API
class

report_interval =10

(IntOpt) Interval, in seconds, between nodes reporting
state to datastore
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Description

request _ti meout =300

(IntOpt) Global backend request timeout, in seconds

reserved_percentage =0

(IntOpt) The percentage of backend capacity is reserved

rootw ap_config=/etc/cinder/rootw ap. conf

(StrOpt) Path to the rootwrap configuration file to use for
running commands as root

run_ext ernal _peri odi c_t asks =True

(BoolOpt) Some periodic tasks can be run in a separate
process. Should we run them here?

send_acti ons =Fal se

(BoolOpt) Send the volume and snapshot create and
delete notifications generated in the specified period.

servi ce_down_ti nme =60

(IntOpt) Maximum time since last check-in for a service to
be considered up

sqlite_clean_db=clean.sqlite

(StrOpt) File name of clean sqlite db

ssh_hosts_key_file=$state_path/
ssh_known_host s

(StrOpt) File containing SSH host keys for the systems
with which Cinder needs to communicate. OPTIONAL: De-
fault=$state_path/ssh_known_hosts

start _ti nme=None

(StrOpt) If this option is specified then the start time speci-
fied is used instead of the start time of the last completed
audit period.

state_path=/var/lib/cinder

(StrOpt) Top-level directory for maintaining cinder's state

storage_avail ability_zone=nova

(StrOpt) Availability zone of this node

strict_ssh_host _key_policy=Fal se

(BoolOpt) Option to enable strict host key checking. When
set to "True" Cinder will only connect to systems with a
host key present in the configured "ssh_hosts_key_file".
When set to "False" the host key will be saved upon

first connection and used for subsequent connections.
Default=False

tcp_keepal i ve =True

(BoolOpt) Sets the value of TCP_KEEPALIVE (True/False)
for each server socket.

tcp_keepal i ve_count =None

(IntOpt) Sets the value of TCP_KEEPCNT for each server
socket. Not supported on OS X.

tcp_keepal i ve_i nterval =None

(IntOpt) Sets the value of TCP_KEEPINTVL in seconds for
each server socket. Not supported on OS X.

t cp_keepi dl e =600

(IntOpt) Sets the value of TCP_KEEPIDLE in seconds for
each server socket. Not supported on OS X.

until _refresh=0

(IntOpt) Count of reservations until usage is refreshed

use_chap_aut h =Fal se

(BoolOpt) Option to enable/disable CHAP authentication
for targets.

use_forwarded_for =Fal se

(BoolOpt) Treat X-Forwarded-For as the canonical remote
address. Only enable this if you have a sanitizing proxy.

wsgi _keep_alive=True

(BoolOpt) If False, closes the client socket connection ex-
plicitly. Setting it to True to maintain backward compatibil-
ity. Recommended setting is set it to False.

[keystone_authtoken]

nencached_servers =None

(ListOpt) Optionally specify a list of memcached server(s)
to use for caching. If left undefined, tokens will instead be

cached in-process.

Table 2.56. Description of Compute configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

nova_api _i nsecur e =Fal se

(BoolOpt) Allow to perform insecure SSL requests to nova

nova_ca_certificates_file=None

(StrOpt) Location of ca certificates file to use for nova
client requests.
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Description

nova_cat al og_admi n_i nf o =conput e: Conput e

Servi ce: adm nURL

(StrOpt) Same as nova_catalog_info, but for admin end-
point.

nova_cat al og_i nf o =conput e: Conput e

Ser vi ce: publ i cURL

(StrOpt) Match this value when searching for nova in the
service catalog. Format is: separated values of the form:
<service_type>:<service_name>:<endpoint_type>

nova_endpoi nt _adm n_t enpl at e =None

(StrOpt) Same as nova_endpoint_template, but for admin
endpoint.

nova_endpoi nt _t enpl at e =None

(StrOpt) Override service catalog lookup with tem-
plate for nova endpoint e.g. http://localhost:8774/v2/
%(project_id)s

0s_regi on_name = None

(StrOpt) Region name of this node

Table 2.57. Description of database configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

db_driver =cinder. db ‘(StrOpt) Driver to use for database access
[database]

backend =sql al cheny

(StrOpt) The back end to use for the database.

connecti on=None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the database.

connecti on_debug=0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

connection_trace =Fal se

(BoolOpt) Add Python stack traces to SQL as comment
strings.

db_inc_retry_interval =True

(BoolOpt) If True, increases the interval between retries of
a database operation up to db_max_retry_interval.

db_nmax_retries=20

(IntOpt) Maximum retries in case of connection error or
deadlock error before error is raised. Set to -1 to specify an
infinite retry count.

db_max_retry_interval =10

(IntOpt) If db_inc_retry_interval is set, the maximum sec-
onds between retries of a database operation.

db_retry_interval =1

(IntOpt) Seconds between retries of a database transac-
tion.

idle_timeout =3600

(IntOpt) Timeout before idle SQL connections are reaped.

max_over f | ow= None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

max_pool _si ze = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

max_retries=10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

m n_pool _size=1

(IntOpt) Minimum number of SQL connections to keep
open in a pool.

nysql _sql _node = TRADI TI ONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

pool _ti meout =None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

retry_interval =10

(IntOpt) Interval between retries of opening a SQL connec-
tion.
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sl ave_connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

sqlite_db=oslo.sqglite

(StrOpt) The file name to use with SQLite.

sqlite_synchronous =True

(BoolOpt) If True, SQLite uses synchronous mode.

use_db_reconnect =Fal se

(BoolOpt) Enable the experimental use of database recon-
nect on connection lost.

use_t pool =Fal se

(BoolOpt) Enable the experimental use of thread pooling
for all DB API calls

Table 2.58. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backdoor _port =None

(StrOpt) Enable eventlet backdoor. Acceptable values are
0, <port>, and <start>:<end>, where 0 results in listening
on a random tcp port number; <port> results in listening
on the specified port number (and not enabling backdoor
if that port is in use); and <start>:<end> results in listening
on the smallest unused port number within the specified
range of port numbers. The chosen port is displayed in the
service's log file.

Table 2.59. Description of EMC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

check_max_pool _| uns_t hreshol d =Fal se

(BoolOpt) Report free_capacity_gb as 0 when the limit to
maximum number of pool LUNs is reached. By default, the
value is False.

cinder_enct_config file=/etc/cin-
der/ci nder _enct_confi g. xm

(StrOpt) use this file for cinder emc plugin config data

destroy_enpty_storage_group =Fal se

(BoolOpt) To destroy storage group when the last LUN is
removed from it. By default, the value is False.

force_del ete_| un_i n_storagegroup =Fal se

(BoolOpt) Delete a LUN even if it is in Storage Groups.

initiator_auto_deregistration=Fal se

(BoolOpt) Automatically deregister initiators after the re-
lated storage group is destroyed. By default, the value is
False.

initiator_auto_registration=False

(BoolOpt) Automatically register initiators. By default, the
value is False.

iscsi_initiators=

(StrOpt) Mapping between hostname and its iSCSI initia-
tor IP addresses.

max_| uns_per _st orage_gr oup =255

(IntOpt) Default max number of LUNs in a storage group.
By default, the value is 255.

navi seccli _path=

(StrOpt) Naviseccli Path.

st orage_vnx_aut henti cati on_t ype =gl obal

(StrOpt) VNX authentication scope type.

st or age_vnx_pool _name = None

(StrOpt) Storage pool name.

storage_vnx_security_file_dir =None

(StrOpt) Directory path that contains the VNX security file.
Make sure the security file is generated first.

xtrem o_cl uster_nane =

(StrOpt) XMS cluster id in multi-cluster environment
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Table 2.60. Description of IBM FlashSystem volume river configuration

options

Configuration option = Default value

‘ Description

[DEFAULT]

fl ashsyst em connecti on_pr ot ocol =FC

(StrOpt) Connection protocol should be FC.

fl ashsyst em nmul ti host map_enabl ed =Tr ue

(BoolOpt) Allows vdisk to multi host mapping.

flashsystem nmul ti pat h_enabl ed =Fal se

(BoolOpt) Connect with multipath (FC only).

Table 2.61. Description of HP 3PAR Fibre Channel and iSCSI drivers

configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

hp3par _api _url =

(StrOpt) 3PAR WSAPI Server Url like https://<3par
ip>:8080/api/v1

hp3par _cpg = OpenSt ack

(ListOpt) List of the CPG(s) to use for volume creation

hp3par _cpg_snap =

(StrOpt) The CPG to use for Snapshots for volumes. If emp-
ty the userCPG will be used.

hp3par _debug = Fal se

(BoolOpt) Enable HTTP debugging to 3PAR

hp3par _i scsi _chap_enabl ed = Fal se

(BoolOpt) Enable CHAP authentication for iSCSI connec-
tions.

hp3par _i scsi _i ps =

(ListOpt) List of target iSCSI addresses to use.

hp3par _password =

(StrOpt) 3PAR Super user password

hp3par _snapshot _expi rati on=

(StrOpt) The time in hours when a snapshot expires and is
deleted. This must be larger than expiration

hp3par _snapshot _retenti on=

(StrOpt) The time in hours to retain a snapshot. You can't
delete it before this expires.

hp3par _user nane =

(StrOpt) 3PAR Super user username

Table 2.62. Description of HP LeftHand/StoreVirtual driver configuration

options

Configuration option = Default value

‘ Description

[DEFAULT]

hpl ef t hand_api _ur| =None

(StrOpt) HP LeftHand WSAPI Server Url like https://<Left-
Hand ip>:8081/lhos

hpl ef t hand_cl ust er name = None

(StrOpt) HP LeftHand cluster name

hpl ef t hand_debug = Fal se

(BoolOpt) Enable HTTP debugging to LeftHand

hpl ef t hand_i scsi _chap_enabl ed = Fal se

(BoolOpt) Configure CHAP authentication for iSCSI con-
nections (Default: Disabled)

hpl ef t hand_passwor d = None

(StrOpt) HP LeftHand Super user password

hpl ef t hand_user nane = None

(StrOpt) HP LeftHand Super user username

Table 2.63. Description of Huawei storage driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

ci nder _huawei _conf _file=/etc/cin-
der/ ci nder _huawei _conf. xm

(StrOpt) The configuration file for the Cinder Huawei driv-
er
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Table 2.64. Description of IBM NAS volume driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

i bomas_pl atform type =v7ku

(StrOpt) IBMNAS platform type to be used as backend
storage; valid values are - v7ku : for using IBM Storwize
V7000 Unified, sonas : for using IBM Scale Out NAS, gpfs-
nas : for using NFS based IBM GPFS deployments.

Table 2.65. Description of images configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

al | owed_di rect _url _schenes =

(ListOpt) A list of url schemes that can be downloaded
directly via the direct_url. Currently supported schemes:
[file].

gl ance_api _i nsecur e =Fal se

(BoolOpt) Allow to perform insecure SSL (https) requests
to glance

gl ance_api _servers =$gl ance_host:
$gl ance_port

(ListOpt) A list of the glance API servers available to cinder
([hostname|ip]:port)

gl ance_api _ssl _conpr essi on =Fal se

(BoolOpt) Enables or disables negotiation of SSL layer
compression. In some cases disabling compression can im-
prove data throughput, such as when high network band-
width is available and you use compressed image formats
like gcow?2.

gl ance_api _version=1

(IntOpt) Version of the glance API to use

gl ance_ca_certificates_fil e=None

(StrOpt) Location of ca certificates file to use for glance
client requests.

gl ance_core_properties =checksum
container_format, disk_format, inmage_nane,
i mage_id, mn_disk, mn_ram nane, size

(ListOpt) Default core properties of image

gl ance_host =$ny_i p

(StrOpt) Default glance host name or IP

gl ance_numretries=0

(IntOpt) Number retries when downloading an image
from glance

gl ance_port =9292

(IntOpt) Default glance port

gl ance_request _ti meout =None

(IntOpt) http/https timeout value for glance operations. If
no value (None) is supplied here, the glanceclient default
value is used.

i mage_conversi on_di r =$st at e_pat h/ conver -
sion

(StrOpt) Directory used for temporary storage during im-
age conversion

use_nul ti pat h_f or _i mage_xfer =Fal se

(BoolOpt) Do we attach/detach volumes in cinder using
multipath for volume to image and image to volume trans-
fers?

Table 2.66. Description of key manager configuration options

ci nder. keyngr. conf _key_ngr. Conf KeyManager

Configuration option = Default value ‘ Description
[keymgr]
api _cl ass = (StrOpt) The full class name of the key manager API class

encryption_api _url =http://Ilocal -
host: 9311/v1l

(StrOpt) Url for encryption service.

encryption_auth_url =http://Ilocal -
host : 5000/ v3

(StrOpt) Authentication url for encryption service.

fi xed_key =None

(StrOpt) Fixed key returned by key manager, specified in
hex
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Table 2.67. Description of logging confi

guration options

Configuration option = Default value ‘ Description
[DEFAULT]
debug = Fal se (BoolOpt) Print debugging output (set logging level to DE-

BUG instead of default WARNING level).

defaul t _| og_| evel s =angp=WARN,

amgpl i b=WARN, bot 0=WARN, gpi d=WARN,

sql al cheny=WARN, suds=Il NFQ,

osl 0. messagi ng=I NFO, i so8601=WARN,

request s. packages. urllib3. connecti onpool =WA
url i b3. connecti onpool =WARN,

websocket =WARN,

requests. packages. urllib3.util.retry=WARN,
urllib3.util.retry=WARN,

keyst onem ddl ewar e=WARN,

rout es. m ddl ewar e=WARN, st evedor e=WARN

(ListOpt) List of logger=LEVEL pairs.

RN,

fatal _deprecations =Fal se

(BoolOpt) Enables or disables fatal status of deprecations.

fatal _exception_format_errors =Fal se

(BoolOpt) Make exception message format errors fatal.

instance_format ="[instance: %uuid)s] "

(StrOpt) The format for an instance that is passed with the
log message.

i nstance_uuid_format ="[i nstance:

% uui d) s]

(StrOpt) The format for an instance UUID that is passed
with the log message.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f or mat = %v- %n %d %+ 9YM %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

log_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f ormat =%- %n % % YM %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

| og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| oggi ng_context_format_string=

% asctine)s. % nsecs) 03d % process)d

% | evel nane)s % nane)s [%request_id)s

% user _identity)s] %instance)s% nessage)s

(StrOpt) Format string to use for log messages with con-
text.
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Configuration option = Default value

Description

| oggi ng_debug_format _suffix =% funcNane)s
% pat hnane) s: % | i neno)d

(StrOpt) Data to append to log format when level is DE-
BUG.

| oggi ng_default_format_string=9%asctinme)s.
% nsecs) 03d % process)d %I evel nane)s
% name)s [-] % nstance)s% nessage)s

(StrOpt) Format string to use for log messages without
context.

| oggi ng_exception_prefix=9%asctine)s.
9% nsecs) 03d % process)d TRACE % nane)s
% i nstance)s

(StrOpt) Prefix each line of exception output with this for-
mat.

publ i sh_errors =Fal se

(BoolOpt) Enables or disables publication of error events.

syslog_l og_facility=L0OG USER

(StrOpt) Syslog facility to receive log lines.

syslog_log facility=LOG USER

(StrOpt) Syslog facility to receive log lines.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in I, and will be
removed in J.

use_stderr =True

(BoolOpt) Log output to standard error.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

ver bose =Fal se

(BoolOpt) Print more verbose output (set logging level to

INFO instead of default WARNING level).

Table 2.68. Description of NAS configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
nas_ip= (StrOpt) IP address or Hostname of NAS system.

nas_| ogi n=admi n

(StrOpt) User name to connect to NAS system.

nas_nount _opti ons = None

(StrOpt) Options used to mount the storage backend file
system where Cinder volumes are stored.

nas_password =

(StrOpt) Password to connect to NAS system.

nas_private_key =

(StrOpt) Filename of private key to use for SSH authentica-
tion.

nas_secure_fil e_operations=auto

(StrOpt) Allow network-attached storage systems to oper-
ate in a secure environment where root level access is not
permitted. If set to False, access is as the root user and in-
secure. If set to True, access is not as root. If set to auto,

a check is done to determine if this is a new installation:
True is used if so, otherwise False. Default is auto.

nas_secure_fil e_perm ssions =auto

(StrOpt) Set more secure file permissions on network-at-
tached storage volume files to restrict broad other/world
access. If set to False, volumes are created with open per-
missions. If set to True, volumes are created with permis-
sions for the cinder user and group (660). If set to auto,
a check is done to determine if this is a new installation:
True is used if so, otherwise False. Default is auto.
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Configuration option = Default value

Description

nas_share_path=

(StrOpt) Path to the share to use for storing Cinder vol-
umes. For example: "/srv/export1" for an NFS server export
available at 10.0.5.10:/srv/export1 .

nas_ssh_port =22

(IntOpt) SSH port to use to connect to NAS system.

Table 2.69. Description of Open vStorage driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

vpool _nane =

(StrOpt) Vpool to use for volumes - backend is defined by
vpool not by us.

Table 2.70. Description of oslo_middleware configuration options

Configuration option = Default value

‘ Description

[oslo_middleware]

max_r equest _body_si ze =114688

(IntOpt) The maximum body size for each request, in
bytes.

Table 2.71. Description of profiler configuration options

Configuration option = Default value

‘ Description

[profiler]

profiler_enabl ed =Fal se

(BoolOpt) If False fully disable profiling feature.

trace_sql al cheny =Fal se

(BoolOpt) If False doesn't trace SQL requests.

Table 2.72. Description of Pure Storage driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

pur e_api _t oken =None

‘ (StrOpt) REST API authorization token.

Table 2.73. Description of Qpid configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_gpid]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

amgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

gpi d_heart beat =60

(IntOpt) Seconds between connection keepalive heart-
beats.

gpi d_host nanme =1 ocal host

(StrOpt) Qpid broker hostname.

gpi d_host s =$qpi d_host nane: $qpi d_port

(ListOpt) Qpid HA cluster host:port pairs.

gpi d_password =

(StrOpt) Password for Qpid connection.

gpi d_port =5672

(IntOpt) Qpid broker port.

gpi d_protocol =tcp

(StrOpt) Transport to use, either 'tcp' or 'ssl'.

gpi d_receiver_capacity=1

(IntOpt) The number of prefetched messages held by re-
ceiver.

gpi d_sasl _nechani sns =

(StrOpt) Space separated list of SASL mechanisms to use
for auth.

gpi d_t cp_nodel ay = True

(BoolOpt) Whether to disable the Nagle algorithm.

gpi d_t opol ogy_version=1

(IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
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Configuration option = Default value

Description

some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

gpi d_user nane =

(StrOpt) Username for Qpid connection.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Table 2.74. Description of quota configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
max_age =0 (IntOpt) Number of seconds between subsequent usage

refreshes

guot a_backup_gi gabyt es =1000

(IntOpt) Total amount of storage, in gigabytes, allowed
for backups per project

guot a_backups =10

(IntOpt) Number of volume backups allowed per project

quot a_consi st encygr oups = 10

(IntOpt) Number of consistencygroups allowed per project

quot a_dri ver =ci nder. quot a. DbQuot aDri ver

(StrOpt) Default driver to use for quota checks

guot a_gi gabyt es =1000

(IntOpt) Total amount of storage, in gigabytes, allowed
for volumes and snapshots per project

guot a_snapshot s =10

(IntOpt) Number of volume snapshots allowed per project

quot a_vol umes =10

(IntOpt) Number of volumes allowed per project

reservation_expire=86400

(IntOpt) Number of seconds until a reservation expires

use_default _quota_cl ass =True

(BoolOpt) Enables or disables use of default quota class
with default quota.

Table 2.75. Description of RabbitMQ configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_rabbit]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

fake_rabbit =Fal se

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

heartbeat _rate=2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

heartbeat _ti meout_threshold=0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqp>=1.4.0). EXPERIMENTAL

konbu_reconnect _delay=1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

konmbu_ssl _ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).

kombu_ssl _certfile=

(StrOpt) SSL cert file (valid only if SSL enabled).

kombu_ssl _keyfile=

(StrOpt) SSL key file (valid only if SSL enabled).

konbu_ssl _version=

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

rabbi t _ha_queues =Fal se

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.
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Configuration option = Default value

Description

rabbit _host =1 ocal host

(StrOpt) The RabbitMQ broker address where a single
node is used.

rabbit _hosts =%$rabbit_host: $rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

rabbit _| ogi n_net hod = AMQPLAI N

(StrOpt) The RabbitMQ login method.

rabbit_max_retries=0

(IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

rabbi t _password =guest

(StrOpt) The RabbitMQ password.

rabbi t _port =5672

(IntOpt) The RabbitMQ broker port where a single node is
used.

rabbit_retry_backoff =2

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.

rabbit_retry_interval =1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

rabbit _use_ssl =Fal se

(BoolOpt) Connect over SSL for RabbitMQ.

rabbit _userid=guest

(StrOpt) The RabbitMQ userid.

rabbit _virtual _host =/

(StrOpt) The RabbitMQ virtual host.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Table 2.76. Description of Redis configuration options

Configuration option = Default value

‘ Description

[matchmaker_redis]

host =127.0.0.1

(StrOpt) Host to locate redis.

passwor d = None

(StrOpt) Password for Redis server (optional).

port =6379

(IntOpt) Use this port to connect to redis host.

[matchmaker_ring]

ringfile=/etc/osl o/ matchmaker _ring.json

‘ (StrOpt) Matchmaker ring file (JSON).

Table 2.77. Description of RPC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

mat chnmaker _heartbeat _freq =300

(IntOpt) Heartbeat frequency.

mat chmaker _heart beat _ttl =600

(IntOpt) Heartbeat time-to-live.

rpc_backend =r abbi t

(StrOpt) The messaging driver to use, defaults to rabbit.
Other drivers include gpid and zmg.

rpc_cast _tinmeout =30

(IntOpt) Seconds to wait before a cast expires (TTL). Only
supported by impl_zmq.

rpc_response_ti meout =60

(IntOpt) Seconds to wait for a response from a call.

rpc_t hread_pool _si ze =64

(IntOpt) Size of RPC thread pool.

vol une_t opi ¢ =ci nder - vol une

(StrOpt) The topic that volume nodes listen on

[oslo_concurrency]

di sabl e_process_I ocki ng =Fal se

(BoolOpt) Enables or disables inter-process locks.

| ock_pat h =None

(StrOpt) Directory to use for lock files. For security, the
specified directory should only be writable by the user run-
ning the processes that need locking. Defaults to environ-
ment variable OSLO_LOCK_PATH. If external locks are
used, a lock path must be set.

[oslo_messaging_amqp]

al l ow_i nsecure_clients=Fal se

(BoolOpt) Accept clients using either SSL or plain TCP
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Description

br oadcast _prefi x =broadcast

(StrOpt) address prefix used when broadcasting to all
servers

cont ai ner _nane =None

(StrOpt) Name for the AMQP container

group_request _prefix=uni cast

(StrOpt) address prefix when sending to any server in
group

ide_timout =0

(IntOpt) Timeout for inactive connections (in seconds)

server _request_prefix =excl usive

(StrOpt) address prefix used when sending to a specific
server

ssl _ca_file=

(StrOpt) CA certificate PEM file to verify server certificate

ssl _cert _file=

(StrOpt) Identifying certificate PEM file to present to
clients

ssl _key_file=

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

ssl _key_passwor d = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

trace =Fal se

(BoolOpt) Debug: dump AMQP frames to stdout

Table 2.78. Description of SAN configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

san_cl ust ernane =

(StrOpt) Cluster name to use for creating volumes

san_ip=

(StrOpt) IP address of SAN controller

san_i s_| ocal =Fal se

(BoolOpt) Execute commands locally instead of over SSH;
use if the volume service is running on the SAN device

san_| ogi n=admni n

(StrOpt) Username for SAN controller

san_password =

(StrOpt) Password for SAN controller

san_private_key =

(StrOpt) Filename of private key to use for SSH authentica-
tion

san_secondary_i p = None

(StrOpt) VNX secondary SP IP Address.

san_ssh_port =22

(IntOpt) SSH port to use with SAN

san_t hi n_provi si on=True

(BoolOpt) Use thin provisioning for SAN volumes?

ssh_conn_ti nmeout =30

(IntOpt) SSH connection timeout in seconds

ssh_max_pool _conn=5

(IntOpt) Maximum ssh connections in the pool

ssh_m n_pool _conn=1

(IntOpt) Minimum ssh connections in the pool

Table 2.79. Description of scheduler configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

filter_function=None

(StrOpt) String representation for an equation that will be
used to filter hosts. Only used when the driver filter is set
to be used by the Cinder scheduler.

goodness_functi on =None

(StrOpt) String representation for an equation that will
be used to determine the goodness of a host. Only used
when using the goodness weigher is set to be used by the
Cinder scheduler.

Filter

schedul er _default _filters=Availability-
ZoneFilter, CapacityFilter, Capabilities-

(ListOpt) Which filter class names to use for filtering hosts
when not specified in the request.
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Configuration option = Default value

Description

schedul er _def aul t _wei gher s = Capaci t yWei gher

(ListOpt) Which weigher class names to use for weighing
hosts.

schedul er _driver =
cinder.scheduler.filter_schedul er.FilterSch

(StrOpt) Default scheduler driver to use
edul er

schedul er _host _manager =
ci nder. schedul er. host _nanager . Host Manager

(StrOpt) The scheduler host manager class to use

schedul er _j son_config_l ocation=

(StrOpt) Absolute path to scheduler configuration JSON
file.

schedul er _nanager =
ci nder. schedul er. manager . Schedul er Manager

(StrOpt) Full class name for the Manager for scheduler

schedul er _max_attenpts =3

(IntOpt) Maximum number of attempts to schedule an
volume

schedul er _t opi c =ci nder - schedul er

(StrOpt) The topic that scheduler nodes listen on

Table 2.80. Description of SCST volume driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

scst_target_driver =i scsi

(StrOpt) SCST target implementation can choose from
multiple SCST target drivers.

scst_target _i gn_name = None

(StrOpt) Certain ISCSI targets have predefined target
names, SCST target driver uses this name.

Table 2.81. Description of Scality REST Block storage driver configuration

options

Configuration option = Default value

‘ Description

[DEFAULT]

srb_base_url s =None

(StrOpt) Comma-separated list of REST servers IP to con-
nect to. (eg http://I1P1/,http://I1P2:81/path

Table 2.82. Description of storage configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

al | ocated_capacity_weight_nmultiplier =-1.0

(FloatOpt) Multiplier used for weighing volume capacity.
Negative numbers mean to stack vs spread.

capacity_weight_nmultiplier=1.0

(FloatOpt) Multiplier used for weighing volume capacity.
Negative numbers mean to stack vs spread.

enabl ed_backends = None

(ListOpt) A list of backend names to use. These backend
names should be backed by a unique [CONFIG] group with
its options

i scsi _hel per =tgtadm

(StrOpt) iSCSI target user-land tool to use. tgtadm is de-
fault, use lioadm for LIO iSCSI support, scstadmin for SCST
target support, iseradm for the ISER protocol, ietadm for
iSCSI Enterprise Target, iscsictl for Chelsio iSCSI Target or
fake for testing.

i scsi_iotype=fileio

(StrOpt) Sets the behavior of the iSCSI target to either per-
form blockio or fileio optionally, auto can be set and Cin-
der will autodetect type of backing device

i scsi_ip_address=%ny_ip

(StrOpt) The IP address that the iSCSI daemon is listening
on

i scsi_num targets=None

(IntOpt) This option is deprecated and unused. It will be
removed in the Liberty release.
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Configuration option = Default value

Description

i scsi_port =3260

(IntOpt) The port that the iSCSI daemon is listening on

i scsi_protocol =iscsi

(StrOpt) Determines the iSCSI protocol for new iSCSI vol-
umes, created with tgtadm or lioadm target helpers. In or-
der to enable RDMA, this parameter should be set with
the value "iser". The supported iSCSI protocol values are
"iscsi" and "iser".

iscsi_target_prefix=
i gn. 2010- 10. or g. openst ack:

(StrOpt) Prefix for iSCSI volumes

iscsi_write_cache=on

(StrOpt) Sets the behavior of the iSCSI target to either per-
form write-back(on) or write-through(off). This parameter
is valid if iscsi_helper is set to tgtadm or iseradm.

i ser _hel per =tgtadm

(StrOpt) The name of the iSER target user-land tool to use

i ser_ip_address=%ny_ip

(StrOpt) The IP address that the iSER daemon is listening
on

i ser_num targets=None

(IntOpt) This option is deprecated and unused. It will be
removed in the Liberty release.

i ser_port =3260

(IntOpt) The port that the iSER daemon is listening on

iser_target_prefix=
i gn. 2010- 10. or g. openst ack:

(StrOpt) Prefix for iSER volumes

max_gi gabyt es =10000

(IntOpt) This configure option has been deprecated along
with the SimpleScheduler. New scheduler is able to gath-
er capacity information for each host, thus setting the
maximum number of volume gigabytes for host is no
longer needed. It's safe to remove this configure from
cinder.conf.

m gration_create_vol une_ti neout _secs =300

(IntOpt) Timeout for creating the volume to migrate to
when performing volume migration (seconds)

num.iser_scan_tries=3

(IntOpt) The maximum number of times to rescan iSER tar-
getto find volume

num vol une_devi ce_scan_tries=3

(IntOpt) The maximum number of times to rescan targets
to find volume

vol ume_backend_nane = None

(StrOpt) The backend name for a given driver implementa-
tion

vol ume_cl ear =zero

(StrOpt) Method used to wipe old volumes

vol ure_cl ear _i oni ce = None

(StrOpt) The flag to pass to ionice to alter the i/o priority
of the process used to zero a volume after deletion, for ex-
ample "-c3" for idle only priority.

vol une_cl ear_si ze=0

(IntOpt) Size in MiB to wipe at start of old volumes. 0 =>
all

vol ume_copy_bl ki o_cgroup_nane =ci nder - vol -
une- copy

(StrOpt) The blkio cgroup name to be used to limit band-
width of volume copy

vol ume_copy_bps_limt =0

(IntOpt) The upper limit of bandwidth of volume copy. 0
=> unlimited

vol umre_dd_bl ocksi ze =1M

(StrOpt) The default block size used when copying/clear-
ing volumes

vol unme_dri ver =
cinder.volune.drivers.lvm LVM SCSI Dri ver

(StrOpt) Driver to use for volume creation

vol ume_nanager =
ci nder. vol une. nmanager . Vol uneManager

(StrOpt) Full class name for the Manager for volume

vol ume_servi ce_i ni t host _of f| oad = Fal se

(BoolOpt) Offload pending volume delete during volume
service startup

vol ume_usage_audi t _peri od=nonth

(StrOpt) Time period for which to generate volume us-
ages. The options are hour, day, month, or year.

vol umes_di r =$st at e_pat h/ vol unes

(StrOpt) Volume configuration file storage directory
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Table 2.83. Description of Violin volume driver configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

gat eway_nga = None

(StrOpt) IP address or hostname of mg-a

gat eway_ngb = None

(StrOpt) IP address or hostname of mg-b

use_i groups =Fal se

(BoolOpt) Use igroups to manage targets and initiators

Table 2.84. Description of ZeroMQ configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

rpc_zng_bi nd_address =*

(StrOpt) ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zng_contexts=1

(IntOpt) Number of ZeroMQ contexts, defaults to 1.

rpc_zng_host =1 ocal host

(StrOpt) Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_zng_i pc_dir =/var/run/ openst ack

(StrOpt) Directory for holding IPC sockets.

rpc_zng_nat chmaker =1 ocal

(StrOpt) MatchMaker driver.

rpc_znyg_port =9501

(IntOpt) ZeroMQ receiver listening port.

rpc_zny_t opi c_backl og =None

(IntOpt) Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.

Table 2.85. Description of zones configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

cl oned_vol ume_sane_az =True

(BoolOpt) Ensure that the new volumes are the same AZ
as snapshot or source volume

New, updated and deprecated options in Kilo for

OpenStack Block Storage

Table 2.86. New options

Option = default value
[DEFAULT] backend_host = None

(Type) Help string
(StrOpt) Backend override of host value.

[DEFAULT] backup_container = None

(StrOpt) Custom container to use for backups.

[DEFAULT] backup_enable_progress_timer = True

(BoolOpt) Enable or Disable the timer to send the periodic
progress notifications to Ceilometer when backing up the
volume to the backend storage. The default value is True
to enable the timer.

[DEFAULT] backup_file_size = 1999994880

(IntOpt) The maximum size in bytes of the files used to
hold backups. If the volume being backed up exceeds this
size, then it will be backed up into multiple files.

[DEFAULT] backup_mount_options = None

(StrOpt) Mount options passed to the NFS client. See NFS
man page for details.

[DEFAULT] backup_mount_point_base = $state_path/
backup_mount

(StrOpt) Base dir containing mount point for NFS share.
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Option = default value

[DEFAULT] backup_object_number_per_notification = 10

(Type) Help string

(IntOpt) The number of chunks or objects, for which one
Ceilometer notification will be sent

[DEFAULT] backup_sha_block_size_bytes = 32768

(IntOpt) The size in bytes that changes are tracked for in-
cremental backups. backup_swift_object_size has to be
multiple of backup_swift_block_size.

[DEFAULT] backup_share = None

(StrOpt) NFS share in fgdn:path, ipv4addr:path, or
"[ipv6addr]:path" format.

[DEFAULT] backup_swift_block_size = 32768

(IntOpt) The size in bytes that changes are tracked for in-
cremental backups. backup_swift_object_size has to be
multiple of backup_swift_block_size.

[DEFAULT] backup_swift_enable_progress_timer = True

(BoolOpt) Enable or Disable the timer to send the periodic
progress notifications to Ceilometer when backing up the

volume to the Swift backend storage. The default value is

True to enable the timer.

[DEFAULT] backup_timer_interval = 120

(IntOpt) Interval, in seconds, between two progress notifi-
cations reporting the backup status

[DEFAULT] cb_account_name = None

(StrOpt) CloudByte storage specific account name. This
maps to a project name in OpenStack.

[DEFAULT] cb_add_qosgroup = {'latency": '15', 'iops': '10',
'graceallowed": 'false’, 'iopscontrol': ‘true’, 'memlimit": '0',
‘throughput': '0’, 'tpcontrol": 'false’, 'networkspeed': '0'}

(DictOpt) These values will be used for CloudByte storage's
addQos API call.

[DEFAULT] cb_apikey = None

(StrOpt) Driver will use this API key to authenticate against
the CloudByte storage's management interface.

[DEFAULT] cb_confirm_volume_create_retries = 3

(IntOpt) Will confirm a successful volume creation in
CloudByte storage by making this many number of at-
tempts.

[DEFAULT] cb_confirm_volume_create_retry_interval = 5

(IntOpt) A retry value in seconds. Will be used by the driv-
er to check if volume creation was successful in CloudByte
storage.

[DEFAULT] cb_create_volume = {'compression": 'off',
'deduplication': 'off', 'blocklength: '512B', 'sync': 'always',
'protocoltype': 'ISCSI', 'recordsize': "16k'}

(DictOpt) These values will be used for CloudByte storage's
createVolume API call.

[DEFAULT] cb_tsm_name = None

(StrOpt) This corresponds to the name of Tenant Storage
Machine (TSM) in CloudByte storage. A volume will be cre-
ated in this TSM.

[DEFAULT] chap_password =

(StrOpt) Password for specified CHAP account name.

[DEFAULT] chap_username =

(StrOpt) CHAP user name.

[DEFAULT] check_max_pool_luns_threshold = False

(BoolOpt) Report free_capacity_gb as 0 when the limit to
maximum number of pool LUNs is reached. By default, the
value is False.

[DEFAULT] chiscsi_conf = /etc/chelsio-iscsi/chiscsi.conf

(StrOpt) Chiscsi (CXT) global defaults configuration file

[DEFAULT] dell_sc_api_port = 3033

(IntOpt) Dell API port

[DEFAULT] dell_sc_server_folder = openstack

(StrOpt) Name of the server folder to use on the Storage
Center

[DEFAULT] dell_sc_ssn = 64702

(IntOpt) Storage Center System Serial Number

[DEFAULT] dell_sc_volume_folder = openstack

(StrOpt) Name of the volume folder to use on the Storage
Center

[DEFAULT] driver_data_namespace = None

(StrOpt) Namespace for driver private data values to be
saved in.

[DEFAULT] driver_use_ssl = False

(BoolOpt) Tell driver to use SSL for connection to backend
storage if the driver supports it.

[DEFAULT] end_time = None

(StrOpt) If this option is specified then the end time speci-
fied is used instead of the end time of the last completed
audit period.
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Option = default value

[DEFAULT] enforce_multipath_for_image_xfer = False

(Type) Help string

(BoolOpt) If this is set to True, attachment of volumes for
image transfer will be aborted when multipathd is not run-
ning. Otherwise, it will fallback to single path.

[DEFAULT] filter_function = None

(StrOpt) String representation for an equation that will be
used to filter hosts. Only used when the driver filter is set
to be used by the Cinder scheduler.

[DEFAULT] flashsystem_connection_protocol = FC

(StrOpt) Connection protocol should be FC.

[DEFAULT] flashsystem_multihostmap_enabled = True

(BoolOpt) Allows vdisk to multi host mapping.

[DEFAULT] flashsystem_multipath_enabled = False

(BoolOpt) Connect with multipath (FC only).

[DEFAULT] force_delete_lun_in_storagegroup = False

(BoolOpt) Delete a LUN even if it is in Storage Groups.

[DEFAULT] gateway_mga = None

(StrOpt) IP address or hostname of mg-a

[DEFAULT] gateway_mgb = None

(StrOpt) IP address or hostname of mg-b

[DEFAULT] goodness_function = None

(StrOpt) String representation for an equation that will
be used to determine the goodness of a host. Only used
when using the goodness weigher is set to be used by the
Cinder scheduler.

[DEFAULT] initiator_auto_deregistration = False

(BoolOpt) Automatically deregister initiators after the re-
lated storage group is destroyed. By default, the value is
False.

[DEFAULT] iscsi_protocol = iscsi

(StrOpt) Determines the iSCSI protocol for new iSCSI vol-
umes, created with tgtadm or lioadm target helpers. In or-
der to enable RDMA, this parameter should be set with
the value "iser". The supported iSCSI protocol values are
"iscsi” and "iser".

[DEFAULT] iscsi_secondary_ip_addresses =

(ListOpt) The list of secondary IP addresses of the iSCSI
daemon

[DEFAULT] ise_completion_retries = 30

(IntOpt) Number on retries to get completion status after
issuing a command to ISE.

[DEFAULT] ise_connection_retries = 5

(IntOpt) Number of retries (per port) when establishing
connection to ISE management port.

[DEFAULT] ise_raid = 1

(IntOpt) Raid level for ISE volumes.

[DEFAULT] ise_retry_interval = 1

(IntOpt) Interval (secs) between retries.

[DEFAULT] ise_storage_pool = 1

(IntOpt) Default storage pool for volumes.

[DEFAULT] log-config-append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

[DEFAULT] log-date-format = %Y-%m-%d %H:%M:%S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

[DEFAULT] log-dir = None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

[DEFAULT] log-file = None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

[DEFAULT] log-format = None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

[DEFAULT] Ivm_conf_file = /etc/cinder/lvm.conf

(StrOpt) LVM conf file to use for the LVM driver in Cinder;
this setting is ignored if the specified file does not exist
(You can also specify 'None' to not use a conf file even if
one exists).

[DEFAULT] max_over_subscription_ratio = 20.0

(FloatOpt) Float representation of the over subscription ra-
tio when thin provisioning is involved. Default ratio is 20.0,
meaning provisioned capacity can be 20 times of the total
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Option = default value

(Type) Help string

physical capacity. If the ratio is 10.5, it means provisioned
capacity can be 10.5 times of the total physical capacity.
A ratio of 1.0 means provisioned capacity cannot exceed
the total physical capacity. A ratio lower than 1.0 will be
ignored and the default value will be used instead.

[DEFAULT] nas_mount_options = None

(StrOpt) Options used to mount the storage backend file
system where Cinder volumes are stored.

[DEFAULT] nas_secure_file_operations = auto

(StrOpt) Allow network-attached storage systems to oper-
ate in a secure environment where root level access is not
permitted. If set to False, access is as the root user and in-
secure. If set to True, access is hot as root. If set to auto,

a check is done to determine if this is a new installation:
True is used if so, otherwise False. Default is auto.

[DEFAULT] nas_secure_file_permissions = auto

(StrOpt) Set more secure file permissions on network-at-
tached storage volume files to restrict broad other/world
access. If set to False, volumes are created with open per-
missions. If set to True, volumes are created with permis-
sions for the cinder user and group (660). If set to auto,
a check is done to determine if this is a new installation:
True is used if so, otherwise False. Default is auto.

[DEFAULT] nas_share_path =

(StrOpt) Path to the share to use for storing Cinder vol-
umes. For example: "/srv/export1" for an NFS server export
available at 10.0.5.10:/srv/export1 .

[DEFAULT] netapp_partner_backend_name = None

(StrOpt) The name of the config.conf stanza for a Data
ONTAP (7-mode) HA partner. This option is only used by
the driver when connecting to an instance with a storage
family of Data ONTAP operating in 7-Mode, and it is re-
quired if the storage protocol selected is FC.

[DEFAULT] nfs_mount_attempts = 3

(IntOpt) The number of attempts to mount nfs shares be-
fore raising an error. At least one attempt will be made to
mount an nfs share, regardless of the value specified.

[DEFAULT] os_privileged_user_name = None

(StrOpt) OpenStack privileged account username. Used for
requests to other services (such as Nova) that require an
account with special rights.

[DEFAULT] os_privileged_user_password = None

(StrOpt) Password associated with the OpenStack privi-
leged account.

[DEFAULT] os_privileged_user_tenant = None

(StrOpt) Tenant name associated with the OpenStack priv-
ileged account.

[DEFAULT] policy_dirs = ['policy.d']

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

[DEFAULT] public_endpoint = None

(StrOpt) Public url to use for versions endpoint. The de-
fault is None, which will use the request's host_url at-
tribute to populate the URL base. If Cinder is operating be-
hind a proxy, you will want to change this to represent the
proxy's URL.

[DEFAULT] quobyte_client_cfg = None

(StrOpt) Path to a Quobyte Client configuration file.

[DEFAULT] quobyte_mount_point_base = $state_path/
mnt

(StrOpt) Base dir containing the mount point for the
Quobyte volume.

[DEFAULT] quobyte_gcow2_volumes = True

(BoolOpt) Create volumes as QCOW?2 files rather than raw
files.

[DEFAULT] quobyte_sparsed_volumes = True

(BoolOpt) Create volumes as sparse files which take no
space. If set to False, volume is created as regular file.In
such case volume creation takes a lot of time.
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Option = default value
[DEFAULT] quobyte_volume_url = None

(Type) Help string

(StrOpt) URL to the Quobyte volume e.g., quobyte://<DIR
host>/<volume name>

[DEFAULT] request_timeout = 300

(IntOpt) Global backend request timeout, in seconds

[DEFAULT] scst_target_driver = iscsi

(StrOpt) SCST target implementation can choose from
multiple SCST target drivers.

[DEFAULT] scst_target_ign_name = None

(StrOpt) Certain ISCSI targets have predefined target
names, SCST target driver uses this name.

[DEFAULT] send_actions = False

(BoolOpt) Send the volume and snapshot create and
delete notifications generated in the specified period.

[DEFAULT] sf_allow_template_caching = True

(BoolOpt) Create an internal cache of copy of images
when a bootable volume is created to eliminate fetch from
glance and gemu-conversion on subsequent calls.

[DEFAULT] sf_template_account_name = openstack-vtem-
plate

(StrOpt) Account name on the SolidFire Cluster to use as
owner of template/cache volumes (created if does not ex-
ist).

[DEFAULT] srb_base_urls = None

(StrOpt) Comma-separated list of REST servers IP to con-
nect to. (eg http://IP1/,http://1P2:81/path

[DEFAULT] start_time = None

(StrOpt) If this option is specified then the start time speci-
fied is used instead of the start time of the last completed
audit period.

[DEFAULT] syslog-log-facility = LOG_USER

(StrOpt) Syslog facility to receive log lines.

[DEFAULT] use-syslog = False

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

[DEFAULT] use-syslog-rfc-format = False

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

[DEFAULT] use_chap_auth = False

(BoolOpt) Option to enable/disable CHAP authentication
for targets.

[DEFAULT] use_igroups = False

(BoolOpt) Use igroups to manage targets and initiators

[DEFAULT] vpool_name =

(StrOpt) Vpool to use for volumes - backend is defined by
vpool not by us.

[DEFAULT] xtremio_cluster_name =

(StrOpt) XMS cluster id in multi-cluster environment

[DEFAULT] zfssa_data_ip = None

(StrOpt) Data path IP address

[DEFAULT] zfssa_https_port = 443

(StrOpt) HTTPS port number

[DEFAULT] zfssa_nfs_mount_options =

(StrOpt) Options to be passed while mounting share over
nfs

[DEFAULT] zfssa_nfs_pool =

(StrOpt) Storage pool name.

[DEFAULT] zfssa_nfs_project = NFSProject

(StrOpt) Project name.

[DEFAULT] zfssa_nfs_share = nfs_share

(StrOpt) Share name.

[DEFAULT] zfssa_nfs_share_compression = off

(StrOpt) Data compression.

[DEFAULT] zfssa_nfs_share_logbias = latency

(StrOpt) Synchronous write bias-latency, throughput.

[oslo_concurrency] disable_process_locking = False

(BoolOpt) Enables or disables inter-process locks.

[oslo_concurrency] lock_path = None

(StrOpt) Directory to use for lock files. For security, the
specified directory should only be writable by the user run-
ning the processes that need locking. Defaults to environ-
ment variable OSLO_LOCK_PATH. If external locks are
used, a lock path must be set.

[oslo_messaging_amqp] allow_insecure_clients = False

(BoolOpt) Accept clients using either SSL or plain TCP
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Option = default value

[oslo_messaging_amqp] broadcast_prefix = broadcast

(Type) Help string

(StrOpt) address prefix used when broadcasting to all
servers

[oslo_messaging_amgp] container_name = None

(StrOpt) Name for the AMQP container

[oslo_messaging_amqp] group_request_prefix = unicast

(StrOpt) address prefix when sending to any server in
group

[oslo_messaging_amgp] idle_timeout = 0

(IntOpt) Timeout for inactive connections (in seconds)

[oslo_messaging_amqp] server_request_prefix = exclusive

(StrOpt) address prefix used when sending to a specific
server

[oslo_messaging_amqgp] ssl_ca_file =

(StrOpt) CA certificate PEM file to verify server certificate

[oslo_messaging_amqp] ssl_cert_file =

(StrOpt) Identifying certificate PEM file to present to
clients

[oslo_messaging_amqp] ssl_key_file =

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

[oslo_messaging_amqgp] ssl_key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

[oslo_messaging_amqgp] trace = False

(BoolOpt) Debug: dump AMQP frames to stdout

[oslo_messaging_gpid] amqgp_auto_delete = False

(BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_gpid] amqgp_durable_queues = False

(BoolOpt) Use durable queues in AMQP.

[oslo_messaging_gpid] qpid_heartbeat = 60

(IntOpt) Seconds between connection keepalive heart-
beats.

[oslo_messaging_gpid] gpid_hostname = localhost

(StrOpt) Qpid broker hostname.

[oslo_messaging_gpid] gpid_hosts = $qpid_hostname:
$qpid_port

(ListOpt) Qpid HA cluster host:port pairs.

[oslo_messaging_gpid] qpid_password =

(StrOpt) Password for Qpid connection.

[oslo_messaging_gpid] qpid_port = 5672

(IntOpt) Qpid broker port.

[oslo_messaging_gpid] gpid_protocol = tcp

(StrOpt) Transport to use, either ‘tcp' or 'ssl'.

[oslo_messaging_gpid] qpid_receiver_capacity = 1

(IntOpt) The number of prefetched messages held by re-
ceiver.

[oslo_messaging_gpid] qpid_sasl_mechanisms =

(StrOpt) Space separated list of SASL mechanisms to use
for auth.

[oslo_messaging_gpid] qpid_tcp_nodelay = True

(BoolOpt) Whether to disable the Nagle algorithm.

[oslo_messaging_gpid] qpid_topology_version = 1

(IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

[oslo_messaging_gpid] qpid_username =

(StrOpt) Username for Qpid connection.

[oslo_messaging_gpid] rpc_conn_pool_size = 30

(IntOpt) Size of RPC connection pool.

[oslo_messaging_rabbit] amqgp_auto_delete = False

(BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_rabbit] amqp_durable_queues = False

(BoolOpt) Use durable queues in AMQP.

[oslo_messaging_rabbit] fake_rabbit = False

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

[oslo_messaging_rabbit] heartbeat_rate = 2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

[oslo_messaging_rabbit] heartbeat_timeout_threshold = 0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqp>=1.4.0). EXPERIMENTAL

[oslo_messaging_rabbit] kombu_reconnect_delay = 1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.
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Option = default value

[oslo_messaging_rabbit] kombu_ssl_ca_certs =

(Type) Help string

abled).

(StrOpt) SSL certification authority file (valid only if SSL en-

[oslo_messaging_rabbit] kombu_ssl_certfile =

(StrOpt) SSL cert file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_keyfile =

(StrOpt) SSL key file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_version =

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

[oslo_messaging_rabbit] rabbit_ha_queues = False

database.

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ

[oslo_messaging_rabbit] rabbit_host = localhost

node is used.

(StrOpt) The RabbitMQ broker address where a single

$rabbit_port

[oslo_messaging_rabbit] rabbit_hosts = $rabbit_host:

(ListOpt) RabbitMQ HA cluster host:port pairs.

PLAIN

[oslo_messaging_rabbit] rabbit_login_method = AMQ-

(StrOpt) The RabbitMQ login method.

[oslo_messaging_rabbit] rabbit_max_retries = 0

(IntOpt) Maximum

number of RabbitMQ connection re-

tries. Default is O (infinite retry count).

[oslo_messaging_rabbit] rabbit_password = guest

(StrOpt) The RabbitMQ password.

[oslo_messaging_rabbit] rabbit_port = 5672

used.

(IntOpt) The RabbitMQ broker port where a single node is

[oslo_messaging_rabbit] rabbit_retry_backoff = 2

(IntOpt) How long

to backoff for between retries when

connecting to RabbitMQ.

[oslo_messaging_rabbit] rabbit_retry_interval = 1

MQ.

(IntOpt) How frequently to retry connecting with Rabbit-

[oslo_messaging_rabbit] rabbit_use_ssl = False

(BoolOpt) Connect

over SSL for RabbitMQ.

[oslo_messaging_rabbit] rabbit_userid = guest

(StrOpt) The RabbitMQ userid.

[oslo_messaging_rabbit] rabbit_virtual_host = /

(StrOpt) The RabbitMQ virtual host.

[oslo_messaging_rabbit] rpc_conn_pool_size = 30

(IntOpt) Size of RPC connection pool.

[oslo_middleware] max_request_body_size = 114688

bytes.

(IntOpt) The maximum body size for each request, in

Table 2.87. New default values

Option Previous default value New default value
[DEFAULT] backup_metadata_version |1 2
[DEFAULT] client_socket_timeout 0 900

[DEFAULT] default_log_levels

amgp=WARN, amgplib=WARN,
boto=WARN, qpid=WARN,
sglalchemy=WARN, suds=INFO,
oslo.messaging=INFO,
iso8601=WARN,
requests.packages.urllib3.connectionpg
urllib3.connectionpool=WARN,
websocket=WARN,
keystonemiddleware=WARN,
routes.middleware=WARN,
stevedore=WARN

amgp=WARN, amgplib=WARN,
boto=WARN, gqpid=WARN,
sglalchemy=WARN, suds=INFO,
oslo.messaging=INFO,

iso8601=WARN,
obelisRiNpackages.urllib3.connectionpg
urllib3.connectionpool=WARN,
websocket=WARN,
requests.packages.urllib3.util.retry=WA
urllib3.util.retry=WARN,
keystonemiddleware=WARN,
routes.middleware=WARN,
stevedore=WARN

[DEFAULT] iscsi_num_targets

100

None

[DEFAULT] iser_num_targets

100

None

[DEFAULT] iser_target_prefix

ign.2010-10.org.iser.openstack:

ign.2010-10.org.openstack:

ol=WARN,

RN,

209



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer-
ence

July 1, 2015

liberty

Option
[DEFAULT] nova_catalog_admin_info

Previous default value

compute:nova:adminURL

New default value

compute:Compute Service:adminURL

[DEFAULT] nova_catalog_info

compute:nova:publicURL

compute:Compute Service:publicURL

[DEFAULT] rpc_zmg_matchmaker

oslo.messaging._drivers.matchmaker.M

&chMakerLocalhost

[keymgr] encryption_auth_url

http://localhost:5000/v2.0

http://localhost:5000/v3

Table 2.88. Deprecated options

Deprecated option New Option
[DEFAULT] log-format None
[DEFAULT] use-syslog None
[DEFAULT] use_syslog None

[DEFAULT] osapi_max_request_body_size

[oslo_middleware]

max_request_body_size

[DEFAULT] eqlx_chap_password

[DEFAULT] chap_password

[DEFAULT] datera_api_token

None

[DEFAULT] eqlx_use_chap

[DEFAULT] use_chap_auth

[DEFAULT] enable_v1_api

None

[DEFAULT] db_backend

[database] backend

[DEFAULT] host

[DEFAULT] backend_host

[DEFAULT] eqlx_chap_login

[DEFAULT] chap_username

[DEFAULT] log_format

None
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3. Compute
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The OpenStack Compute service is a cloud computing fabric controller, which is the main
part of an laa$S system. You can use OpenStack Compute to host and manage cloud com-
puting systems. This section describes the OpenStack Compute configuration options.

To configure your Compute installation, you must define configuration options in these
files:

* nova. conf . Contains most of the Compute configuration options. Resides in the / et ¢/
nova directory.

* api - past e. i ni . Defines Compute limits. Resides in the / et ¢/ nova directory.

* Related Image service and Identity service management configuration files.

Overview of nova.conf

The nova. conf configuration file is an INI file format as explained in the section called
"Configuration file format” [xxi].

You can use a particular configuration option file by using the opt i on (nova. conf) pa-
rameter when you run one of the nova- * services. This parameter inserts configuration op-
tion definitions from the specified configuration file name, which might be useful for de-
bugging or performance tuning.

For a list of configuration options, see the tables in this guide.
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To learn more about the nova. conf configuration file, review the general purpose con-
figuration options documented in Table 3.20, “Description of common configuration op-

tions” [289].

c Important

Do not specify quotes around Nova options.

Sections

Configuration options are grouped by section. The Compute configuration file supports the

following sections:

[ DEFAULT]

[ barenet al |

[cells]

[ conduct or]

[ dat abase]

[ gl ance]

[ hyperv]

[image _file_url]

[ keyngr]

[ keyst one_aut ht oken]

[libvirt]

[ mat chmaker _redi s]
[ mat chmaker _ri ng]
[metrics]

[ neutron]

[ osapi _v3]

[rdp]

[serial consol €]

[ spi ce]

[ssl]

Contains most configuration options. If the documentation
for a configuration option does not specify its section, assume
that it appears in this section.

Configures the baremetal hypervisor driver.

Configures cells functionality. For details, see the section
called “Cells” [274].

Configures the nova- conduct or service.

Configures the database that Compute uses.

Configures how to access the Image service.

Configures the Hyper-V hypervisor driver.

Configures additional filesystems to access the Image Service.
Configures the key manager.

Configures authorization via Identity service.

Configures the hypervisor drivers using the Libvirt library:
KVM, LXC, Qemu, UML, Xen.

Configures a Redis server.

Configures a matchmaker ring.

Configures weights for the metrics weighter.
Configures Networking specific options.
Configures the OpenStack Compute API v3.
Configures RDP proxying.

Configures serial console.

Configures virtual consoles using SPICE.

Configures certificate authority using SSL.

212



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty

ence

[trusted_conputing] Configures the trusted computing pools functionality and
how to connect to a remote attestation service.

[ upgrade_l evel s] Configures version locking on the RPC (message queue) com-
munications between the various Compute services to allow
live upgrading an OpenStack installation.

[ vhwar e] Configures the VMware hypervisor driver.
[ xenserver] Configures the XenServer hypervisor driver.
[ zookeeper] Configures the ZooKeeper ServiceGroup driver.

Configure logging

You can use nova. conf file to configure where Compute logs events, the level of logging,
and log formats.

To customize log formats for OpenStack Compute, use the configuration option settings
documented in Table 3.39, “Description of logging configuration options” [300].

Configure authentication and authorization

There are different methods of authentication for the OpenStack Compute project, includ-
ing no authentication. The preferred system is the OpenStack Identity service, code-named

Keystone.

To customize authorization settings for Compute, use the configuration options document-
ed in Table 3.14, “Description of authentication configuration options” [286].

To customize certificate authority settings for Compute, use the configuration options doc-
umented in Table 3.18, “Description of CA and SSL configuration options” [288].

To customize Compute and the Identity service to use LDAP as a backend, refer to the
configuration options documented in Table 3.36, “Description of LDAP configuration op-
tions” [298].

Configure resize

KVM

Resize (or Server resize) is the ability to change the flavor of a server, thus allowing it to up-
scale or downscale according to user needs. For this feature to work properly, you might
need to configure some underlying virt layers.

Resize on KVM is implemented currently by transferring the images between compute
nodes over ssh. For KVM you need hostnames to resolve properly and passwordless ssh ac-
cess between your compute hosts. Direct access from one compute host to another is need-
ed to copy the VM file across.

Cloud end users can find out how to resize a server by reading the OpenStack End User
Guide.
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XenServer

To get resize to work with XenServer (and XCP), you need to establish a root trust between
all hypervisor nodes and provide an /image mount point to your hypervisors dom0.

Database configuration

You can configure OpenStack Compute to use any SQLAIchemy-compatible database. The
database name is nova. The nova- conduct or service is the only service that writes to the
database. The other Compute services access the database through the nova- conduct or
service.

To ensure that the database schema is current, run the following command:
# nova- manage db sync

If nova- conduct or is not used, entries to the database are mostly written by the no-
va- schedul er service, although all services must be able to update entries in the
database.

In either case, use the configuration option settings documented in Table 3.25, “Description
of database configuration options” [293] to configure the connection string for the nova
database.

Configure the Oslo RPC messaging system

OpenStack projects use AMQP, an open standard for messaging middleware. OpenStack
services that run on multiple servers to talk to each other. OpenStack Oslo RPC supports
three implementations of AMQP: RabbitMQ, Qpid, and ZeroMQ.

Configure RabbitMQ

OpenStack Oslo RPC uses RabbitMQ by default. Use these options to configure the Rabbit-
MQ message system. The r pc_backend option is not required as long as RabbitMQ is the
default messaging system. However, if it is included the configuration, you must set it to
rabbi t.

r pc_backend=r abbi t

You can use these additional options to configure the RabbitMQ messaging system.

You can configure messaging communication for different installation scenarios, tune
retries for RabbitMQ, and define the size of the RPC thread pool. To monitor noti-

fications through RabbitMQ, you must set the not i fi cati on_dri ver optionto

nova. openst ack. conmon. notifier.rpc_notifier inthenova. conf file. The de-
fault for sending usage data is sixty seconds plus a random number of seconds from zero to
sixty.

Table 3.1. Description of RabbitMQ configuration options

Configuration option = Default value ‘ Description

[oslo_messaging_rabbit]

anmgp_aut o_del et e =Fal se (BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se (BoolOpt) Use durable queues in AMQP.
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Configuration option = Default value

Description

fake_rabbit =Fal se

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

heartbeat _rate=2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

heart beat _tineout_threshold=0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqgp>=1.4.0). EXPERIMENTAL

kombu_reconnect _delay=1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

konbu_ssl _ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).

konbu_ssl _certfile=

(StrOpt) SSL cert file (valid only if SSL enabled).

konmbu_ssl _keyfile=

(StrOpt) SSL key file (valid only if SSL enabled).

kombu_ssl _version=

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

rabbi t _ha_queues =Fal se

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

rabbi t _host =1 ocal host

(StrOpt) The RabbitMQ broker address where a single
node is used.

rabbit _hosts =%$rabbit_host: $rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

rabbit _| ogi n_net hod = AMQPLAI N

(StrOpt) The RabbitMQ login method.

rabbit_max_retries=0

(IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

rabbi t _password =guest

(StrOpt) The RabbitMQ password.

rabbit _port =5672

(IntOpt) The RabbitMQ broker port where a single node is
used.

rabbit_retry_backoff =2

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.

rabbit_retry_interval =1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

rabbit _use_ssl =Fal se

(BoolOpt) Connect over SSL for RabbitMQ.

rabbit _userid=guest

(StrOpt) The RabbitMQ userid.

rabbit _virtual _host =/

(StrOpt) The RabbitMQ virtual host.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Configure Qpid

Use these options to configure the Qpid messaging system for OpenStack Oslo RPC. Qpid is
not the default messaging system, so you must enable it by setting the r pc_backend op-

tion in the nova. conf file.

rpc_backend=qgpi d

This critical option points the compute nodes to the Qpid broker (server). Set
gpi d_host nane to the host name where the broker runs in the nova. conf file.

3 Note
The - - gpi d_host name parameter accepts a host name or IP address value.
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gpi d_host nanme=host name. exanpl e. com

If the Qpid broker listens on a port other than the AMQP default of 5672, you must set the
gpi d_port option to that value:

gpi d_port=12345

If you configure the Qpid broker to require authentication, you must add a user name and
password to the configuration:

gpi d_user nane=user nane
gpi d_passwor d=passwor d

By default, TCP is used as the transport. To enable SSL, set the qpi d_pr ot ocol option:

gpi d_pr ot ocol =ssl

This table lists additional options that you use to configure the Qpid messaging driver for
OpenStack Oslo RPC. These options are used infrequently.

Table 3.2. Description of Qpid configuration options

Configuration option = Default value ‘ Description

[oslo_messaging_qgpid]

anmgp_aut o_del et e =Fal se (BoolOpt) Auto-delete queues in AMQP.

amgp_dur abl e_queues =Fal se (BoolOpt) Use durable queues in AMQP.

gpi d_heart beat =60 (IntOpt) Seconds between connection keepalive heart-
beats.

gpi d_host nane =1 ocal host (StrOpt) Qpid broker hostname.

gpi d_host s = $qpi d_host nanme: $qpi d_port (ListOpt) Qpid HA cluster host:port pairs.

gpi d_password = (StrOpt) Password for Qpid connection.

gpi d_port =5672 (IntOpt) Qpid broker port.

gpi d_protocol =tcp (StrOpt) Transport to use, either ‘tcp' or 'ssl'.

gpi d_recei ver_capacity=1 (IntOpt) The number of prefetched messages held by re-
ceiver.

gpi d_sasl _nechani sns = (StrOpt) Space separated list of SASL mechanisms to use
for auth.

gpi d_t cp_nodel ay =True (BoolOpt) Whether to disable the Nagle algorithm.

gpi d_t opol ogy_version=1 (IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-
ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

gpi d_user nane = (StrOpt) Username for Qpid connection.

rpc_conn_pool _si ze=30 (IntOpt) Size of RPC connection pool.

Configure ZeroMQ

Use these options to configure the ZeroMQ messaging system for OpenStack Oslo
RPC. ZeroMQ is not the default messaging system, so you must enable it by setting the
r pc_backend option in the nova. conf file.
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Table 3.3. Description of ZeroMQ configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

rpc_zng_bi nd_address =* (StrOpt) ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zng_contexts =1 (IntOpt) Number of ZeroMQ contexts, defaults to 1.

rpc_zng_host =1 ocal host (StrOpt) Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_znyg_i pc_dir =/var/run/ openst ack (StrOpt) Directory for holding IPC sockets.

rpc_zng_mat chmaker =1 ocal (StrOpt) MatchMaker driver.

rpc_zng_port =9501 (IntOpt) ZeroMQ receiver listening port.

rpc_zny_t opi c_backl og =None (IntOpt) Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.

Configure messaging
Use these options to configure the RabbitMQ and Qpid messaging drivers.

Table 3.4. Description of AMQP configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
control _exchange =openst ack (StrOpt) The default exchange under which topics are

scoped. May be overridden by an exchange name speci-
fied in the transport_url option.

def aul t _publ i sher_i d=None (StrOpt) Default publisher_id for outgoing notifications

notification_driver =[] (MultiStrOpt) Driver or drivers to handle sending notifica-
tions.

notification_topics=notifications (ListOpt) AMQP topic used for OpenStack notifications.

transport _url =None (StrOpt) A URL representing the messaging driver to use

and its full configuration. If not set, we fall back to the
rpc_backend option and driver specific configuration.

Table 3.5. Description of RPC configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

mat chnmaker _heartbeat _freq =300 (IntOpt) Heartbeat frequency.

mat chmaker _heartbeat _ttl =600 (IntOpt) Heartbeat time-to-live.

rpc_backend =r abbi t (StrOpt) The messaging driver to use, defaults to rabbit.
Other drivers include gpid and zmg.

rpc_cast _tineout =30 (IntOpt) Seconds to wait before a cast expires (TTL). Only
supported by impl_zmg.

rpc_response_ti meout =60 (IntOpt) Seconds to wait for a response from a call.

rpc_t hread_pool _si ze =64 (IntOpt) Size of RPC thread pool.

[cells]

rpc_driver_queue_base=cells.intercell (StrOpt) Base queue name to use when communicating
between cells. Various topics by message type will be ap-
pended to this.
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Configuration option = Default value

‘ Description

[oslo_concurrency]

di sabl e_process_| ocki ng =Fal se

(BoolOpt) Enables or disables inter-process locks.

| ock_pat h =None

(StrOpt) Directory to use for lock files. For security, the
specified directory should only be writable by the user run-
ning the processes that need locking. Defaults to environ-
ment variable OSLO_LOCK_PATH. If external locks are
used, a lock path must be set.

[oslo_messaging_amqp]

al | ow_i nsecure_clients=Fal se

(BoolOpt) Accept clients using either SSL or plain TCP

br oadcast _prefi x =broadcast

(StrOpt) address prefix used when broadcasting to all
servers

cont ai ner _nane =None

(StrOpt) Name for the AMQP container

group_request _prefix=uni cast

(StrOpt) address prefix when sending to any server in
group

idle_timout =0

(IntOpt) Timeout for inactive connections (in seconds)

server _request _prefix=exclusive

(StrOpt) address prefix used when sending to a specific
server

ssl _ca_file=

(StrOpt) CA certificate PEM file to verify server certificate

ssl _cert _file=

(StrOpt) Identifying certificate PEM file to present to
clients

ssl _key file=

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

ssl _key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

trace =Fal se

(BoolOpt) Debug: dump AMQP frames to stdout

[upgrade_levels]

baseapi =None

(StrOpt) Set a version cap for messages sent to the base
api in any service

Configure the Compute API

The Compute API, run by the nova- api daemon, is the component of OpenStack Com-
pute that receives and responds to user requests, whether they be direct API calls, or via

the CLI tools or dashboard.

Configure Compute API password handling

The OpenStack Compute APl enables users to specify an administrative password when
they create or rebuild a server instance. If the user does not specify a password, a random
password is generated and returned in the APl response.

In practice, how the admin password is handled depends on the hypervisor in use and
might require additional configuration of the instance. For example, you might have to in-
stall an agent to handle the password setting. If the hypervisor and instance configuration
do not support setting a password at server create time, the password that is returned by
the create API call is misleading because it was ignored.

To prevent this confusion, use the enabl e_i nst ance_passwor d configuration option
to disable the return of the admin password for installations that do not support setting in-

stance passwords.
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Configure Compute API rate limiting

OpenStack Compute supports API rate limiting for the OpenStack API. The rate limiting al-
lows an administrator to configure limits on the type and number of API calls that can be
made in a specific time interval.

When API rate limits are exceeded, HTTP requests return an error with a status code of 403
Forbidden.

Rate limiting is not available for the EC2 API.

Define limits
To define limits, set these values:
* The HTTP method used in the API call, typically one of GET, PUT, POST, or DELETE.
* A human readable URI that is used as a friendly description of where the limit is applied.

* A regular expression. The limit is applied to all URIs that match the regular expression
and HTTP method.

* Alimit value that specifies the maximum count of units before the limit takes effect.

* An interval that specifies time frame to which the limit is applied. The interval can be
SECOND, MINUTE, HOUR, or DAY.

Rate limits are applied in relative order to the HTTP method, going from least to most spe-
cific.

Default limits
Normally, you install OpenStack Compute with the following limits enabled:

Table 3.6. Default API rate limits

HTTP method API URI API regular expression Limit

POST any URI (*) * 120 per minute
POST /servers ~[servers 120 per minute
PUT any URI (*) * 120 per minute
GET *changes-since* .*changes-since.* 120 per minute
DELETE any URI (*) * 120 per minute
GET */os-fping ~/os-fping 12 per minute

Configure and change limits

As part of the WSGI pipeline, the et ¢/ nova/ api - past e. i ni file defines the actual lim-
its.

To enable limits, include the r at el i ni t ' filter in the API pipeline specification. If the
ratel i mt filter is removed from the pipeline, limiting is disabled. You must also define
the rate limit filter. The lines appear as follows:
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[ pi pel i ne: openst ack_conput e_api _v2]
pi peline = faul twap aut ht oken keystonecontext ratelimt osapi_conpute_app_v2

[ pi pel i ne: openst ack_vol unme_api _v1]
pi pel i ne = faul tw ap aut ht oken keystonecontext ratelimt osapi_vol ume_app_vi

[filter:ratelimnt]
paste.filter_factory = nova. api . openst ack. conput e.
limts:RateLimtingM ddl eware. factory

To modify the limits, add a | i i t s specificationtothe[filter:ratelimt] section of
the file. Specify the limits in this order:

1. HTTP method

2. friendly URI

3. regex

4. limit

5. interval

The following example shows the default rate-limiting values:
[filter:ratelimt]

paste.filter_factory = nova. api . openst ack. conput e.
limts: RateLintingM ddl eware. factory

limts =(POST, "*", .*, 120, M NUTE); (POST, "*/servers", ~/servers, 120,
M NUTE) ; (PUT, "*", .* 120, M NUTE); (CGET, "*changes-since*", .*changes-since.

* 120, M NUTE); (DELETE, "*", .*, 120, M NUTE); (GET, "*/os-fping", ~/os-fping,

12, M NUTE)

Configuration reference

The Compute API configuration options are documented in Table 3.12, “Description of API
configuration options” [284].

Configure the EC2 API

You can set options in the nova. conf configuration file to control which network address
and port the EC2 API listens on, the formatting of some API responses, and authentication
related options.

To customize these options for OpenStack EC2 API, use the configuration option settings
documented in Table 3.27, “Description of EC2 configuration options” [295].

Fibre Channel support in Compute

Fibre Channel support in OpenStack Compute is remote block storage attached to compute
nodes for VMs.

In the Grizzly release, Fibre Channel supported only the KVM hypervisor.

Compute and Block Storage support Fibre Channel automatic zoning on Brocade and Cisco
switches. On other hardware Fibre Channel arrays must be pre-zoned or directly attached
to the KVM hosts.
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KVM host requirements

You must install these packages on the KVM host:
* sysfsutils - Nova uses the systool application in this package.
* sg3-utils or sg3_utils - Nova uses the sg_scan and sginfo applications.

Installing the multipath-tools package is optional.

Install required packages

Use these commands to install the system packages:

* For systems running openSUSE or SUSE Linux Enterprise Server:

# zypper install sysfsutils sg3_utils nultipath-tools

* For systems running Red Hat:

# yuminstall sysfsutils sg3_ utils nultipath-tools

* For systems running Ubuntu:

# apt-get install sysfsutils sg3-utils nmultipath-tools

iISCSI interface and offload support in Compute

S Note
iSCSI interface and offload support is only present since Kilo.

Compute supports open-iscsi iSCSI interfaces for offload cards. Offload hardware must be
present and configured on every compute node where offload is desired. Once an open-isc-
si interface is configured, the iface name (i f ace. i scsi _i f acenane) should be passed
to libvirt via the i scsi _i f ace parameter for use. All iscsi sessions will be bound to this iSC-
Sl interface.

Currently supported transports (iface.transport_name) are be2iscsi, bnx2i, cxgb3i, cxgb4i,
gladxxx, ocs. No configuration changes are needed outside of Compute node.

iSER is currently supported via the separate iSER LibvirtISERVolumeDriver and will be reject-
ed if used via the i scsi _i f ace parameter.

iSCSI iface configuration

* Note the distinction between the transport name (i f ace. t r anspor t _nane) and iface
name (i f ace. i scsi _i facenan®e). The actual iface name must be specified via the
i scsi _i f ace parameter to libvirt for offload to work.

* The default name for an iscsi iface (open-iscsi parameter i f ace. i scsi _i facenane)is
in the format transport_name.hwaddress when generated by iscsiadm.
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-l * iscsiadm can be used to view and generate current iface configuration. Every network in-
' terface that supports an open-iscsi transport can have one or more iscsi ifaces associated
= with it. If no ifaces have been configured for a network interface supported by an open-
L iscsi transport, this command will create a default iface configuration for that network in-
é terface. For example :
(] # iscsiadm-miface
' defaul t tcp, <enpty>, <enpty>, <enpty>, <enpt y>
> i ser iser, <enpty>, <enpty>, <enpty>, <enpty>
- bnx2i . 00: 05: b5: d2: a0: c2 bnx2i, 00: 05: b5: d2: a0: ¢2, 5. 10. 10. 20, <enpt y>,
L S <eITpt y>
(<)) cxgb4i . 00: 07: 43: 28: b2: 58 cxgb4i, 00: 07: 43: 28: b2: 58, 102. 50. 50. 80, <enpt y>,
_—E <enpt y>
il gl adxxx. 00: c0: dd: 08: 63: ea gl adxxx, 00: cO: dd: 08: 63: ea, 20. 15. 0. 9, <enpt y>,
. <enpt y>
-
: The output is in the format : iface_name
oc transport_name,hwaddress,ipaddress,net_ifacename, initiatorname.
2 * Individual iface configuration can be viewed via
1
> # iscsiadm-miface -1 | FACE_NAVE
4: # BEG N RECORD 2. 0- 873
@ i face.iscsi_ifacenane = cxgb4i.00: 07: 43: 28: b2: 58
0 i face. net _i facename = <enpty>
- — i face. i paddress = 102. 50. 50. 80
. i face. hwaddress = 00: 07: 43: 28: b2: 58
1 i face.transport_name = cxgb4i
- iface.initiatornane = <enpty>
LL # END RECORD
<
(a's
fa) Configuration can be updated as desired via
! # iscsiadm-miface-1 | FACE_NAME--op=update -n iface. SETTING -v VALUE
>
)
-5 . .
o * All iface configurations need a minimum of i f ace. i f ace_nane,
o) i face.transport_nane andi f ace. hwaddr ess to be correctly configured to work.
3 Some transports may require i f ace. i paddress andi f ace. net _i f acenane as well
. to bind correctly.
: Detailed configuration instructions can be found here http://www.open-iscsi.org/docs/
< README
(a's
& Hypervisors
1
,3' OpenStack Compute supports many hypervisors, which might make it difficult for you to
GL) choose one. Most installations use only one hypervisor. However, you can use the section
Q called “"ComputeFilter” [261] and the section called “ImagePropertiesFilter” [264] to
"— schedule different hypervisors within the same installation. The following links help you
-~ choose a hypervisor. See http://docs.openstack.org/developer/nova/support-matrix.htmil
I—I for a detailed list of features and support across the hypervisors.
: The following hypervisors are supported:
(a'
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* KVM - Kernel-based Virtual Machine. The virtual disk formats that it supports is inherited
from QEMU since it uses a modified QEMU program to launch the virtual machine. The
supported formats include raw images, the gcow2, and VMware formats.

* LXC - Linux Containers (through libvirt), used to run Linux-based virtual machines.
* QEMU - Quick EMUIlator, generally only used for development purposes.
* UML - User Mode Linux, generally only used for development purposes.

* VMware vSphere 4.1 update 1 and newer, runs VMware-based Linux and Windows im-
ages through a connection with a vCenter server or directly with an ESXi host.

» Xen (using libvirt) - Xen Project Hypervisor using libvirt as management interface into
nova- conput e to run Linux, Windows, FreeBSD and NetBSD virtual machines.

» XenServer - XenServer, Xen Cloud Platform (XCP) and other XAPI based Xen variants
runs Linux or Windows virtual machines. You must install the nova- conput e service in a
para-virtualized VM.

» Hyper-V - Server virtualization with Microsoft's Hyper-V, use to run Windows, Linux, and
FreeBSD virtual machines. Runs nova- conput e natively on the Windows virtualization
platform.

Hypervisor configuration basics

KVM

The node where the nova- conput e service is installed and operates on the same node
that runs all of the virtual machines. This is referred to as the compute node in this guide.

By default, the selected hypervisor is KVM. To change to another hypervisor, change the
virt_typeoptioninthe[libvirt] section of nova. conf and restart the nova- com

put e service.

Here are the general nova. conf options that are used to configure the compute node's
hypervisor: Table 3.32, “Description of hypervisor configuration options” [297].

Specific options for particular hypervisors can be found in the following sections.

KVM is configured as the default hypervisor for Compute.

S Note

This document contains several sections about hypervisor selection. If you are
reading this document linearly, you do not want to load the KVM module be-
fore you install nova- conput e. The nova- conput e service depends on ge-
mu-kvm, which installs / | i b/ udev/ r ul es. d/ 45- gemu- kvm r ul es, which
sets the correct permissions on the /dev/kvm device node.

To enable KVM explicitly, add the following configuration options to the / et ¢/ no-
val nova. conf file:
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conpute_driver = libvirt.LibvirtDriver

[1ibvirt]

Enable

virt_type = kvm

The KVM hypervisor supports the following virtual machine image formats:
* Raw

* QEMU Copy-on-write (qcow?2)

* QED Qemu Enhanced Disk

* VMware virtual machine disk format (vmdk)

This section describes how to enable KVM on your system. For more information, see the
following distribution-specific documentation:

* Fedora: Getting started with virtualization from the Fedora project wiki.
* Ubuntu: KVM/Installation from the Community Ubuntu documentation.
* Debian: Virtualization with KVM from the Debian handbook.

* Red Hat Enterprise Linux: Installing virtualization packages on an existing Red Hat Enter-
prise Linux system from the Red Hat Enterprise Linux Virtualization Host Configuration
and Guest Installation Guide.

* openSUSE: Installing KVM from the openSUSE Virtualization with KVM manual.

* SLES: Installing KVM from the SUSE Linux Enterprise Server Virtualization Guide.

KVM

The following sections outline how to enable KVM based hardware virtualisation on dif-
ferent architectures and platforms. To perform these steps, you must be logged in as the
r oot user.

For x86 based systems

1. To determine whether the svmor vimk CPU extensions are present, run this command:
# grep -E 'svm vnx' /proc/cpuinfo

This command generates output if the CPU is capable of hardware-virtualization. Even
if output is shown, you might still need to enable virtualization in the system BIOS for
full support.

If no output appears, consult your system documentation to ensure that your CPU and
motherboard support hardware virtualization. Verify that any relevant hardware virtu-
alization options are enabled in the system BIOS.

The BIOS for each manufacturer is different. If you must enable virtualization in the
BIOS, look for an option containing the words vi rt ual i zat i on, VT, VMX, or SYM
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2. To list the loaded kernel modules and verify that the kvmmodules are loaded, run this
command:

# Ismod | grep kvm

If the output includes kvm i nt el or kvm and, the kvmhardware virtualization mod-
ules are loaded and your kernel meets the module requirements for OpenStack Com-
pute.

If the output does not show that the kvmmodule is loaded, run this command to load
it:

# nodprobe -a kvm

Run the command for your CPU. For Intel, run this command:
# nmodprobe -a kvmintel

For AMD, run this command:

# nodprobe -a kvm and

Because a KVM installation can change user group membership, you might need to log
in again for changes to take effect.

If the kernel modules do not load automatically, use the procedures listed in these sub-
sections.

If the checks indicate that required hardware virtualization support or kernel modules are
disabled or unavailable, you must either enable this support on the system or find a system
with this support.

S Note
Some systems require that you enable VT support in the system BIOS. If you be-
lieve your processor supports hardware acceleration but the previous command
did not produce output, reboot your machine, enter the system BIOS, and en-
able the VT option.

If KVM acceleration is not supported, configure Compute to use a different hypervisor, such
as QEMU or Xen.

These procedures help you load the kernel modules for Intel-based and AMD-based proces-
sors if they do not load automatically during KVM installation.

Intel-based processors

If your compute host is Intel-based, run these commands as root to load the kernel mod-
ules:

# nmodpr obe kvm
# nodprobe kvm i ntel

Add these lines to the / et ¢/ nodul es file so that these modules load on reboot:

kvm
kvm i nt el
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AMD-based processors

If your compute host is AMD-based, run these commands as root to load the kernel mod-
ules:

# nmodpr obe kvm
# nmodpr obe kvm and

Add these lines to / et ¢/ nodul es file so that these modules load on reboot:

kvm
kvm and

For POWER based systems

KVM as a hypervisor is supported on POWER system's PowerNV platform.

1.

To determine if your POWER platform supports KVM based virtualization run the fol-
lowing command:

#cat /proc/cpuinfo | grep Power NV

If the previous command generates the following output, then CPU supports KVM
based virtualization

pl atform Power NV

If no output is displayed, then your POWER platform does not support KVM based
hardware virtualization.

To list the loaded kernel modules and verify that the kvmmodules are loaded, run the
following command:

# lsnod | grep kvm

If the output includes kvm_hv, the kvmhardware virtualization modules are loaded
and your kernel meets the module requirements for OpenStack Compute.

If the output does not show that the kvmmodule is loaded, run the following com-
mand to load it:

# nmodprobe -a kvm
For PowerNV platform, run the following command:
# nmodprobe -a kvm hv

Because a KVM installation can change user group membership, you might need to log
in again for changes to take effect.

Specify the CPU model of KVM guests

The Compute service enables you to control the guest CPU model that is exposed to KVM
virtual machines. Use cases include:

* To maximize performance of virtual machines by exposing new host CPU features to the

gquest
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* To ensure a consistent default CPU across all machines, removing reliance of variable QE-
MU defaults

In libvirt, the CPU is specified by providing a base CPU model name (which is a short-
hand for a set of feature flags), a set of additional feature flags, and the topology (sock-
ets/cores/threads). The libvirt KVM driver provides a number of standard CPU model
names. These models are defined in the / usr/ share/li bvirt/cpu_map. xnl file.
Check this file to determine which models are supported by your local installation.

Two Compute configuration optionsinthe [ | i bvi rt] group of nova. conf define
which type of CPU model is exposed to the hypervisor when using KVM: cpu_node and

cpu_nodel .

The cpu_node option can take one of the following values: none, host - passt hr ough,
host - nodel , and cust om

Host model (default for KVM & QEMU)

If your nova. conf file contains cpu_node=host - nodel , libvirt identifies the CPU mod-
elin/usr/share/libvirt/cpu_map.xm file that most closely matches the host, and
requests additional CPU flags to complete the match. This configuration provides the maxi-
mum functionality and performance and maintains good reliability and compatibility if the
guest is migrated to another host with slightly different host CPUs.

Host pass through

Custom

If your nova. conf file contains cpu_node=host - passt hr ough, libvirt tells KVM to pass
through the host CPU with no modifications. The difference to host-model, instead of just
matching feature flags, every last detail of the host CPU is matched. This gives the best per-
formance, and can be important to some apps which check low level CPU details, but it
comes at a cost with respect to migration. The guest can only be migrated to a matching
host CPU.

If your nova. conf file contains cpu_node=cust om you can explicitly specify one of the
supported named models using the cpu_model configuration option. For example, to con-
figure the KVM guests to expose Nehalem CPUs, your nova. conf file should contain:

[libvirt]
cpu_node = custom
cpu_nodel = Nehal em

None (default for all libvirt-driven hypervisors other than KVM & QEMU)

If your nova. conf file contains cpu_node=none, libvirt does not specify a CPU model. In-
stead, the hypervisor chooses the default model.

Guest agent support

Use guest agents to enable optional access between compute nodes and guests through a
socket, using the QMP protocol.
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To enable this feature, you must set hw_genu_guest _agent =yes as a metadata parame-
ter on the image you wish to use to create the guest-agent-capable instances from. You can
explicitly disable the feature by setting hw_genu_guest _agent =no in the image metada-
ta.

KVM performance tweaks

The VHostNet kernel module improves network performance. To load the kernel module,
run the following command as root:

# nmodpr obe vhost _net

Troubleshoot KVM

Trying to launch a new virtual machine instance fails with the ERRORstate, and the follow-
ing error appears in the / var /| og/ nova/ nova- conput e. | og file:

libvirtError: internal error no supported architecture for os type 'hvm
This message indicates that the KVM kernel modules were not loaded.

If you cannot start VMs after installation without rebooting, the permissions might not be
set correctly. This can happen if you load the KVM module before you install nova- com
put e. To check whether the group is set to kvm run:

# 1s -1 /dev/kvm

If it is not set to kvm run:

# udevadm tri gger

QEMU

From the perspective of the Compute service, the QEMU hypervisor is very similar to the
KVM hypervisor. Both are controlled through libvirt, both support the same feature set,
and all virtual machine images that are compatible with KVM are also compatible with QE-
MU. The main difference is that QEMU does not support native virtualization. Consequent-
ly, QEMU has worse performance than KVM and is a poor choice for a production deploy-
ment.

The typical uses cases for QEMU are
* Running on older hardware that lacks virtualization support.

* Running the Compute service inside of a virtual machine for development or testing pur-
poses, where the hypervisor does not support native virtualization for guests.

To enable QEMU, add these settings to nova. conf :
conpute_driver = libvirt.LibvirtDriver

[libvirt]
virt_type = genu
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For some operations you may also have to install the guestmount utility:

On Ubuntu:

# apt-get install guestnobunt

On Red Hat Enterprise Linux, Fedora, or CentOS:

# yuminstall |ibguestfs-tools

On openSUSE:

# zypper install guestfs-tools

The QEMU hypervisor supports the following virtual machine image formats:
* Raw

* QEMU Copy-on-write (qcow?2)

* VMware virtual machine disk format (vmdk)

XenServer (and other XAPI based Xen variants)

This section describes XAPI managed hypervisors, and how to use them with OpenStack.

Terminology

Xen

XAPI

XenAPI

A hypervisor that provides the fundamental isolation between virtual machines. Xen is
open source (GPLv2) and is managed by XenProject.org, a cross-industry organization and a
Linux Foundation Collaborative project.

Xen is a component of many different products and projects. The hypervisor itself is very
similar across all these projects, but the way that it is managed can be different, which can
cause confusion if you're not clear which toolstack you are using. Make sure you know
what toolstack you want before you get started. If you want to use Xen with libvirt in
OpenStack Compute refer to the section called “Xen via Libvirt” [235].

XAPI is one of the toolstacks that could control a Xen based hypervisor. XAPI's role is simi-
lar to libvirt's in the KVM world. The API provided by XAPI is called XenAPI. To learn more
about the provided interface, look at XenAPI Object Model Overview for definitions of
XAPI specific terms such as SR, VDI, VIF and PIF.

OpenStack has a compute driver which talks to XAPI, therefore all XAPI managed servers
could be used with OpenStack.

XenAPl is the APl provided by XAPI. This name is also used by the python library that is a
client for XAPI.
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XenServer

XCP

An Open Source virtualization platform that delivers all features needed for any server and
datacenter implementation including the Xen hypervisor and XAPI for the management.
For more information and product downloads, visit xenserver.org .

XCP is not supported anymore. XCP project recommends all XCP users to upgrade to the
latest version of XenServer by visiting xenserver.org .

XenServer-core

Kronos

This is a method for building the core packages in a XenServer installation on an existing
RPM-based system. Initial support for this configuration (notably running Compute services
in domain 0) was added in Havana. XenServer-core for Debian/Ubuntu is built from the
main branch and, therefore, is continuously up to date.

This is a project initiated to provide the ability to install XAPI toolstack onto an existing De-
bian-based deployment. For more information, visit the Xen wiki wiki.xenproject.org/wi-
ki/Project_Kronos .

Privileged and unprivileged domains

A Xen host runs a number of virtual machines, VMs, or domains (the terms are synonymous
on Xen). One of these is in charge of running the rest of the system, and is known as do-
main 0, or domO. It is the first domain to boot after Xen, and owns the storage and net-
working hardware, the device drivers, and the primary control software. Any other VM is
unprivileged, and is known as a domU or guest. All customer VMs are unprivileged, but you
should note that on Xen, the OpenStack Compute service (nova- conput e) also runsin a
domU. This gives a level of security isolation between the privileged system software and
the OpenStack software (much of which is customer-facing). This architecture is described
in more detail later.

Paravirtualized versus hardware virtualized domains

A Xen virtual machine can be paravirtualized (PV) or hardware virtualized (HVM). This
refers to the interaction between Xen, domain 0, and the guest VM's kernel. PV guests are
aware of the fact that they are virtualized and will co-operate with Xen and domain 0; this
gives them better performance characteristics. HVM guests are not aware of their environ-
ment, and the hardware has to pretend that they are running on an unvirtualized machine.
HVM guests do not need to modify the guest operating system, which is essential when
running Windows.

In OpenStack, customer VMs may run in either PV or HYM mode. However, the OpenStack
domU (that's the one running nova- conmput e) must be running in PV mode.

XenAPI deployment architecture

A basic OpenStack deployment on a XAPI-managed server, assuming that the network
provider is nova-network, looks like this:
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. Networks connected to physical interfaces according to the selected configuration. :ﬁ
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Key things to note:

* The hypervisor: Xen
* Domain 0: runs XAPI and some small pieces from OpenStack, the XAPI plug-ins.

* OpenStack VM: The Conrput e service runs in a paravirtualized virtual machine, on the
host under management. Each host runs a local instance of Conput e. It is also running
an instance of nova-network.

* OpenStack Compute uses the XenAPI Python library to talk to XAPI, and it uses the Man-
agement Network to reach from the OpenStack VM to Domain O.

Some notes on the networking:
* The above diagram assumes FlatDHCP networking.
* There are three main OpenStack networks:

* Management network: RabbitMQ, MySQL, inter-host communication, and com-
pute-XAPI communication. Please note that the VM images are downloaded by the Xe-
nAPI plug-ins, so make sure that the OpenStack Image service is accessible through this
network. It usually means binding those services to the management interface.

¢ Tenant network: controlled by nova-network, this is used for tenant traffic.
* Public network: floating IPs, public APl endpoints.

* The networks shown here must be connected to the corresponding physical networks
within the data center. In the simplest case, three individual physical network cards could
be used. It is also possible to use VLANs to separate these networks. Please note, that
the selected configuration must be in line with the networking model selected for the
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cloud. (In case of VLAN networking, the physical channels have to be able to forward the
tagged traffic.)

Further reading
Here are some of the resources available to learn more about Xen:
* Citrix XenServer official documentation: http://docs.vmd.citrix.com/XenServer
* What is Xen? by XenProject.org: XenProject.org > Users > Cloud
» Xen Hypervisor project: http://www.xenproject.org/developers/teams/hypervisor.html
» Xapi project: http://www.xenproject.org/developers/teams/xapi.html

* Further XenServer and OpenStack information: http://wiki.openstack.org/XenServer

Install XenServer

Before you can run OpenStack with XenServer, you must install the hypervisor on an ap-
propriate server .

3 Note
Xen is a type 1 hypervisor: When your server starts, Xen is the first software
that runs. Consequently, you must install XenServer before you install the op-
erating system where you want to run OpenStack code. You then install no-
va- conput e into a dedicated virtual machine on the host.

Use the following link to download XenServer's installation media:
* http://xenserver.org/open-source-virtualization-download.html

When you install many servers, you might find it easier to perform PXE boot installa-
tions . You can also package any post-installation changes that you want to make to your
XenServer by following the instructions of creating your own XenServer supplemental pack

c Important

Make sure you use the EXT type of storage repository (SR). Features that re-
quire access to VHD files (such as copy on write, snapshot and migration) do
not work when you use the LVM SR. Storage repository (SR) is a XAPI-specific
term relating to the physical storage where virtual disks are stored.

On the XenServer installation screen, choose the XenDesktop Optimized op-
tion. If you use an answer file, make sure you use srt ype="ext" inthei n-
st al | ati on tag of the answer file.

Post-installation steps

The following steps need to be completed after the hypervisor's installation:
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4,

5.

For resize and migrate functionality, enable password-less SSH authentication and set
up the /i mages directory on domo.

Install the XAPI plug-ins.

To support AMI type images, you must set up / boot / guest symlink/directory in
domO.

Create a paravirtualized virtual machine that can run nova- conput e.

Install and configure nova- conput e in the above virtual machine.

Install XAPI plug-ins

When you use a XAPI managed hypervisor, you can install a Python script (or any exe-
cutable) on the host side, and execute that through XenAPI. These scripts are called plug-
ins. The OpenStack related XAPI plug-ins live in OpenStack Compute's code repository.
These plug-ins have to be copied to dom0's filesystem, to the appropriate directory, where
XAPI can find them. It is important to ensure that the version of the plug-ins are in line with
the OpenStack Compute installation you are using.

The plugins should typically be copied from the Nova installation running in the Compute's
DomU, but if you want to download the latest version the following procedure can be
used.

Manually installing the plug-ins

1.

Create temporary files/directories:

$ NOVA_ZI PBALL=$( kt enp)
$ NOVA_SOURCES=$(rktenp - d)

Get the source from GitHub. The example assumes the master branch is used, and the
XenServer host is accessible as xenserver. Match those parameters to your setup.

$ NOVA URL=https://github. com openst ack/ nova/ ar chi ve/ mast er. zi p
$ wget -gO "$NOVA ZI PBALL" "$NOVA URL"
$ unzip "$NOVA ZI PBALL" -d "$NOVA SOURCES'

Copy the plug-ins to the hypervisor:

$ PLUG NPATH=$(fi nd $SNOVA SOURCES -path '*/xapi.d/plugins' -type d -print)
$ tar -czf - -C "$PLUG NPATH' ./ |
> ssh root @enserver tar -xozf - -C /etc/xapi.d/plugins/

Remove temporary files/directories:

$ rm "$NOVA ZI PBALL"
$ rm-rf "$NOVA SOURCES"

Prepare for AMI type images

To support AMI type images in your OpenStack installation, you must create the / boot /
guest directory on dom0. One of the OpenStack XAPI plugins will extract the kernel and
ramdisk from AKI and ARl images and put them to that directory.

OpenStack maintains the contents of this directory and its size should not increase during
normal operation. However, in case of power failures or accidental shutdowns, some files
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might be left over. To prevent these files from filling up dom0's filesystem, set up this direc-
tory as a symlink that points to a subdirectory of the local SR.

Run these commands in domO to achieve this setup:

# LOCAL_SR=$(xe sr-list nane-|abel ="Local storage" --mninal)
# LOCALPATH="/var/run/sr-nmount/$LOCAL_SR/ os- guest - ker nel s"

# nkdir -p "$LOCALPATH'

# In -s "$LOCALPATH' /boot/ guest

Modify domO for resize/migration support
To resize servers with XenServer you must:
* Establish a root trust between all hypervisor nodes of your deployment:

To do so, generate an ssh key-pair with the ssh-keygen command. Ensure that each of
your domQ's aut hor i zed_keys file (located in/ r oot / . ssh/ aut hori zed_keys)
contains the public key fingerprint (located in/ r oot/ . ssh/i d_r sa. pub).

* Provide a/ i mages mount point to the dom0 for your hypervisor:

domO space is at a premium so creating a directory in dom0 is potentially dangerous and

likely to fail especially when you resize large servers. The least you can do is to symlink /

i mages to your local storage SR. The following instructions work for an English-based in-
stallation of XenServer and in the case of ext3-based SR (with which the resize functional-
ity is known to work correctly).

# LOCAL_SR=$(xe sr-list name-I|abel ="Local storage" --mininal)
# | MG DI R="/var/run/sr-nmount/$LOCAL_SR/i mages"

# nkdir -p "$IMG D R

#1n -s "$IM5 DR /inmages

XenAPI configuration reference

The following section discusses some commonly changed options when using the XenAPI
driver. The table below provides a complete reference of all configuration options available
for configuring XAPI with OpenStack.

The recommended way to use XAPI with OpenStack is through the XenAPI driver.
To enable the XenAPI driver, add the following configuration options to / et ¢/ no-
va/ nova. conf and restart OpenSt ack Conput e:

conpute_driver = xenapi . XenAPI Dri ver

[ xenserver]

connection_url = http://your_xenapi _managenent _i p_address
connecti on_username = root

connect i on_passwor d your _passwor d

These connection details are used by OpenStack Compute service to contact your hypervi-
sor and are the same details you use to connect XenCenter, the XenServer management
console, to your XenServer node.

3 Note
The connecti on_ur | is generally the management network IP address of the
XenServer.
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Agent

The agent is a piece of software that runs on the instances, and communicates with Open-
Stack. In case of the XenAPI driver, the agent communicates with OpenStack through Xen-
Store (see the Xen Project Wiki for more information on XenStore).

If you don't have the guest agent on your VM, it takes a long time for OpenStack Com-
pute to detect that the VM has successfully started. Generally a large timeout is required
for Windows instances, but you may want to adjust: agent _ver si on_t i neout within
the [ xenser ver] section.

VNC proxy address

Storage

Assuming you are talking to XAPI through a management network, and XenServ-
er is on the address: 10.10.1.34 specify the same address for the vnc proxy address:
vncserver _proxyclient _address=10.10.1. 34

You can specify which Storage Repository to use with nova by editing the following flag. To
use the local-storage setup by the default installer:

sr_matching _filter = "other-config:i1l8n-key=l ocal - st orage"

Another alternative is to use the "default" storage (for example if you have attached NFS or
any other shared storage):

sr_matching_filter = "default-sr:true"

XenAPI configuration reference

To customize the XenAPI driver, use the configuration option settings documented in Ta-
ble 3.62, “Description of Xen configuration options” [315].

Xen via Libvirt

OpenStack Compute supports the Xen Project Hypervisor (or Xen). Xen can be integrated
with OpenStack Compute via the libvirt toolstack or via the XAPI toolstack. This document
describes how to set up OpenStack Compute with Xen and libvirt. For information on how
to set up Xen with XAPI refer to the section called “XenServer (and other XAPI based Xen
variants)” [229].

Installing Xen with Libvirt

At this stage we recommend to use the baseline that we use for the Xen Project OpenStack
Cl Loop, which contains the most recent stability fixes to both Xen and Libvirt.

Xen 4.5.1 (or newer) and Libvirt 1.2.15 (or newer) contain the most recent OpenStack im-
provements for Xen. The necessary Xen changes have also been backported to the Xen
4.4.3 stable branch (not yet released at this stage). Please check with the Linux and FreeB-
SD distros you are intending to use as Dom 0, whether the relevant version of Xen and Lib-
virt are available as installable packages.

Currently, Xen 4.5.1 and Libvirt 1.2.16 packages are available in SUSE Linux Enterprise 11
Service Pack 3, SUSE Linux Enterprise Server 12, openSuse 13.1 and 13.2.
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Alternatively, it is possible to use the Ubuntu LTS 14.04 Xen Package 4.4.1-Oubun-
tu0.14.04.4 (Xen 4.4.1) and apply the patches outlined here. You can also use the Ubuntu
LTS 14.04 libvirt package 1.2.2 libvirt_1.2.2-Oubuntu13.1.7 as baseline and update it to lib-
virt version 1.2.15, or 1.2.14 with the patches outlined here applied. Note that this will re-
quire re-build these packages partly from source.

For further information and latest developments, you may want to consult the Xen
Project's mailing lists for OpenStack related issues and questions.

Configuring Xen with Libvirt

To enable Xen via libvirt, ensure the following options are setin/ et ¢/ nova/ nova. conf
on all hosts running the nova- conput e service.

conpute_driver = libvirt.LibvirtDriver

[libvirt]
virt_type = xen

Additional Configuration Options

Use the following as a guideline for configuring Xen for use in OpenStack:

1. Dom0 Memory: Set it between 1GB and 4GB by adding the following parameter to the
Xen Boot Options in the gr ub. conf file.

donmD_nmem=1024M

3 Note
Note that the above memory limits are suggestions and should be based on
the available compute host resources. For large hosts, that will run many
hundred of instances,the chosen values may need to be higher.

3 Note
The location of the grub.conf file depends on the host Linux distribution that
you are using. Please refer to the distro documentation for more details (see
Dom 0 for more resources).

2. DomO vcpus: Set the virtual CPUs to 4 and employ CPU pinning by adding the following
parameters to the Xen Boot Options in the gr ub. conf file.

donD_max_vcpus=4 donD_vcpus_pin

3 Note
Note that the above virtual CPU limits are suggestions and should be based
on the available compute host resources. For large hosts, that will run many
hundred of instances, the suggested values may need to be higher.

3. PV vs HVM guests: A Xen virtual machine can be paravirtualized (PV) or hardware virtu-
alized (HVM). The virtualization mode determines the interaction between Xen, Dom O,

236


http://wiki.xenproject.org/wiki/OpenStack_CI_Loop_for_Xen-Libvirt#Baseline
http://wiki.xenproject.org/wiki/OpenStack_CI_Loop_for_Xen-Libvirt#Baseline
http://lists.xenproject.org/cgi-bin/mailman/listinfo/wg-openstack
http://xenbits.xen.org/docs/unstable/misc/xen-command-line.html
http://wiki.xenproject.org/wiki/Category:Host_Install
http://xenbits.xen.org/docs/unstable/misc/xen-command-line.html

OpenStack Configuration Refer- July 1, 2015 liberty
ence

and the guest VM's kernel. PV guests are aware of the fact that they are virtualized and
will co-operate with Xen and Dom 0 and the choice of virtualization mode determines
performance characteristics. For an overview of Xen virtualization modes, see Xen Guest
Types.

In OpenStack, customer VMs may run in either PV or HYM mode. However, Dom 0
(that's the VM which is running nova-compute) must be running in PV mode. Use the fol-
lowing OpenStack nova commands to select the desired Xen virtualization mode

To choose one of the HVM modes (HVM, HVM with PV Drivers or PVHVM) use
$ nova i mage-neta set vm node=hvm
To chose PV mode, which is supported by NetBSD, FreeBSD and Linux, use

$ nova i mage-neta set vm node=xen

3 Note
The default for virtualization mode in nova is PV mode.

4. Image Formats: Xen supports raw, gcow2 and vhd image formats. For more information
on image formats, refer to the OpenStack Virtual Image Guide and the Storage Options
Guide on the Xen Project Wiki.

5. Image Metadata: The hypervisor_type should be set in the image metadata, especial-
ly if your cloud contains mixed hypervisor compute nodes. Image metadata such as
vm_mode, hypervisor_type, architecture, and others can be set when importing the im-
age to glance. The metatdata can also be changed with the following command through
the glance service:

$ gl ance i nage-update ing-uuid --property hypervisor_type=xen --property
vm _node=hvm

For more more information on image metadata, refer to the OpenStack Virtual Image
Guide.

To customize the libvirt driver, use the configuration option settings documented in Ta-
ble 3.62, “Description of Xen configuration options” [315].

Troubleshoot Xen with Libvirt

* Important Log Files: When an instance fails to start, or when you come across other is-
sues, you should first consult the following log files:

e/var/log/libvirt/libxl/1libxl-driver.Iog,
e /var/| og/ xen/ genu-dm ${i nst ancenane}. | og,
e /var/| og/ xen/ xen- hot pl ug. | og,

e /var/| og/ xen/ consol e/ guest - ${ DOVNAVME} (to enable see Enabling Guest Con-
sole Logs) and

* Host Console Logs (read Enabling and Retrieving Host Console Logs).
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If you need further help you can ask questions on xen-users@, wg-openstack@ or raise a
bug against Xen.

Known Issues

» Xen via libvirt is currently only supported with nova networking. A number of bugs are
currently worked on to make sure that Xen via libvirt will also work with Neutron.

Additional Information and Resources

The following section contains links to other useful resources
» wiki.xenproject.org/wiki/OpenStack - OpenStack Documentation on the Xen Project wiki

* wiki.xenproject.org/wiki/OpenStack_Cl_Loop_for_Xen-Libvirt - Information about the
Xen Project OpenStack Cl Loop

* wiki.xenproject.org/wiki/OpenStack_via_DevStack - How to set up OpenStack via DevSs-
tack

* Mailing lists for OpenStack related issues and questions - This list is dedicated to coordi-
nating bug fixes and issues across Xen, libvirt and OpenStack and the Cl loop.

LXC (Linux containers)

LXC (also known as Linux containers) is a virtualization technology that works at the oper-
ating system level. This is different from hardware virtualization, the approach used by oth-
er hypervisors such as KVM, Xen, and VMware. LXC (as currently implemented using libvirt
in the Compute service) is not a secure virtualization technology for multi-tenant environ-
ments (specifically, containers may affect resource quotas for other containers hosted on
the same machine). Additional containment technologies, such as AppArmor, may be used
to provide better isolation between containers, although this is not the case by default. For
all these reasons, the choice of this virtualization technology is not recommended in pro-
duction.

If your compute hosts do not have hardware support for virtualization, LXC will likely pro-
vide better performance than QEMU. In addition, if your guests must access specialized
hardware, such as GPUs, this might be easier to achieve with LXC than other hypervisors.

S Note
Some OpenStack Compute features might be missing when running with LXC as
the hypervisor. See the hypervisor support matrix for details.

To enable LXC, ensure the following options are set in/ et ¢/ nova/ nova. conf on all
hosts running the nova- conput e service.

conpute_driver = libvirt.LibvirtDriver
[libvirt]
virt_type = | xc

On Ubuntu, enable LXC support in OpenStack by installing the nova- conput e- | xc pack-
age.
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VMware vSphere

Introduction

OpenStack Compute supports the VMware vSphere product family and enables access to
advanced features such as vMotion, High Availability, and Dynamic Resource Scheduling

(DRS).

This section describes how to configure VMware-based virtual machine images for launch.
vSphere versions 4.1 and later are supported.

The VMware vCenter driver enables the nova- conput e service to communicate with a
VMware vCenter server that manages one or more ESX host clusters. The driver aggregates
the ESX hosts in each cluster to present one large hypervisor entity for each cluster to the
Compute scheduler. Because individual ESX hosts are not exposed to the scheduler, Com-
pute schedules to the granularity of clusters and vCenter uses DRS to select the actual ESX
host within the cluster. When a virtual machine makes its way into a vCenter cluster, it can
use all vSphere features.

The following sections describe how to configure the VMware vCenter driver.

High-level architecture

The following diagram shows a high-level view of the VMware driver architecture:

Figure 3.1. VMware driver architecture
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As the figure shows, the OpenStack Compute Scheduler sees three hypervisors that each
correspond to a cluster in vCenter. Nova- conput e contains the VMware driver. You can
run with multiple nova- conput e services. While Compute schedules at the granularity of
a cluster, the VMware driver inside nova- conput e interacts with the vCenter APIs to se-
lect an appropriate ESX host within the cluster. Internally, vCenter uses DRS for placement.

The VMware vCenter driver also interacts with the OpenStack Image service to copy VMDK
images from the Image service back-end store. The dotted line in the figure represents
VMDK images being copied from the OpenStack Image service to the vSphere data store.
VMDK images are cached in the data store so the copy operation is only required the first
time that the VMDK image is used.

After OpenStack boots a VM into a vSphere cluster, the VM becomes visible in vCenter and
can access vSphere advanced features. At the same time, the VM is visible in the OpenStack
dashboard and you can manage it as you would any other OpenStack VM. You can per-
form advanced vSphere operations in vCenter while you configure OpenStack resources
such as VMs through the OpenStack dashboard.

The figure does not show how networking fits into the architecture. Both nova- net wor k
and the OpenStack Networking Service are supported. For details, see the section called
"Networking with VMware vSphere"” [248].

Configuration overview
To get started with the VMware vCenter driver, complete the following high-level steps:
1. Configure vCenter. See the section called “Prerequisites and limitations” [240].

2. Configure the VMware vCenter driver in the nova. conf file. See the section called
"VMware vCenter driver” [243].

3. Load desired VMDK images into the OpenStack Image Service. See the section called
"lmages with VMware vSphere” [244].

4. Configure networking with either nova- net wor k or the OpenStack Networking Ser-
vice. See the section called “"Networking with VMware vSphere” [248].

Prerequisites and limitations

Use the following list to prepare a vSphere environment that runs with the VMware vCen-
ter driver:

1. Copying VMDK files (vSphere 5.1 only). In vSphere 5.1, copying large image files (for ex-
ample, 12 GB and greater) from Glance can take a long time. To improve performance,
VMware recommends that you upgrade to VMware vCenter Server 5.1 Update 1 or lat-
er. For more information, see the Release Notes.

2. DRS. For any cluster that contains multiple ESX hosts, enable DRS and enable fully auto-
mated placement.

3. Shared storage. Only shared storage is supported and data stores must be shared
among all hosts in a cluster. It is recommended to remove data stores not intended for
OpenStack from clusters being configured for OpenStack.
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4. Clusters and data stores. Do not use OpenStack clusters and data stores for other pur-

poses. If you do, OpenStack displays incorrect usage information.

5. Networking. The networking configuration depends on the desired networking model.

See the section called “Networking with VMware vSphere"” [248].

6. Security groups. If you use the VMware driver with OpenStack Networking and the NSX

plug-in, security groups are supported. If you use nova- net wor k, security groups are
not supported.

: I Note
The NSX plug-in is the only plug-in that is validated for vSphere.

7. VNC. The port range 5900 - 6105 (inclusive) is automatically enabled for VNC connec-

tions on every ESX host in all clusters under OpenStack control. For more information
about using a VNC client to connect to virtual machine, see http://kb.vmware.com/self-
service/microsites/search.do?language=en_US&cmd=displayKC&externalld=1246.

3 Note
In addition to the default VNC port numbers (5900 to 6000) specified in the
above document, the following ports are also used: 6101, 6102, and 6105.

You must modify the ESXi firewall configuration to allow the VNC ports. Additionally, for
the firewall modifications to persist after a reboot, you must create a custom vSphere In-
stallation Bundle (VIB) which is then installed onto the running ESXi host or added to a
custom image profile used to install ESXi hosts. For details about how to create a VIB for
persisting the firewall configuration modifications, see http://kb.vmware.com/selfser-
vice/microsites/search.do?language=en_US&cmd=displayKC&externalld=2007381.

3 Note
The VIB can be downloaded from https://github.com/open-
stack-vmwareapi-team/Tools.

8. To use multiple vCenter installations with OpenStack, each vCenter must be assigned to

a separate availability zone. This is required as the OpenStack Block Storage VMDK driv-
er does not currently work across multiple vCenter installations.

VMware vCenter service account

OpenStack integration requires a vCenter service account with the following minimum per-
missions. Apply the permissions to the Dat acent er root object, and select the Propagate
to Child Objects option.

Table 3.7. vCenter permissions tree

All Privileges

Datastore

Allocate space

Browse datastore

Low level file operation
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Remove file
Extension

Register extension
Folder

Create folder
Host

Configuration
Network

Assign network
Resource

Assign virtual machine to resource pool

Migrate powered off virtual machine

Migrate powered on virtual machine

Virtual Machine

Configuration

Interaction

Inventory

Provisioning
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Sessions

Snapshot management

VApp

Export

Import

VMware vCenter driver

Use the VMware vCenter driver (VMwareVCDriver) to connect OpenStack Compute with
vCenter. This recommended configuration enables access through vCenter to advanced
vSphere features like vMotion, High Availability, and Dynamic Resource Scheduling (DRS).

VMwareVCDriver configuration options

When you use the VMwareVCDriver (vCenter versions 5.1 and later) with OpenStack Com-
pute, add the following VMware-specific configuration options to the nova. conf file:

[ DEFAULT]
conput e_dri ver =vmnar eapi . VMnar eVCDrx i ver

[ viwar e]

host _i p=<vCenter host |P>

host _user nane=<vCent er user nane>

host _passwor d=<vCent er passwor d>

cl ust er _nanme=<vCenter cluster nane>

dat ast or e_r egex=<opti onal datastore regex>

3 Note
* vSphere vCenter versions 5.0 and earlier: You must specify the location of the
WSDL files by adding the wsdl _| ocati on=http://127.0.0. 1: 8080/
vmvar e/ SDK/ wsdl / vi n25/ vi nSer vi ce. wsdl setting to the above con-
figuration. For more information, see vSphere 5.0 and earlier additional set

up.

* Clusters: The vCenter driver can support multiple clusters. To use more than
one cluster, simply add multiple cl ust er _nane lines in nova. conf with
the appropriate cluster name. Clusters and data stores used by the vCenter
driver should not contain any VMs other than those created by the driver.

» Data stores: The dat ast or e_r egex setting specifies the data stores to use
with Compute. For example, dat ast or e_r egex="nas. *" selects all the
data stores that have a name starting with "nas". If this line is omitted, Com-
pute uses the first data store returned by the vSphere API. It is recommended
not to use this field and instead remove data stores that are not intended for
OpenStack.

Reserved host memory: The r eser ved_host _menor y_nb option value is
512 MB by default. However, VMware recommends that you set this option
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to 0 MB because the vCenter driver reports the effective memory available to
the virtual machines.

* The vCenter driver generates instance name by instance ID. Instance name
template is ignored.

* The minimum supported vCenter version is 5.1.0. In OpenStack Liberty re-
lease this will be logged as a warning. In OpenStack "M" release this will be
enforced.

A nova- conput e service can control one or more clusters containing multiple ESX hosts,
making nova- conput e a critical service from a high availability perspective. Because the
host that runs nova- conput e can fail while the vCenter and ESX still run, you must pro-
tect the nova- conput e service against host failures.

3 Note
Many nova. conf options are relevant to libvirt but do not apply to this driver.

You must complete additional configuration for environments that use vSphere 5.0 and
earlier. See the section called “vSphere 5.0 and earlier additional set up” [248].

Images with VMware vSphere

The vCenter driver supports images in the VMDK format. Disks in this format can be ob-
tained from VMware Fusion or from an ESX environment. It is also possible to convert oth-
er formats, such as qcow?, to the VMDK format using the gemu- i ng utility. After a VMDK
disk is available, load it into the OpenStack Image service. Then, you can use it with the
VMware vCenter driver. The following sections provide additional details on the supported
disks and the commands used for conversion and upload.

Supported image types

Upload images to the OpenStack Image service in VMDK format. The following VMDK disk
types are supported:

* VMFS Flat Disks (includes thin, thick, zeroedthick, and eagerzeroedthick). Note that once
a VMEFS thin disk is exported from VMFS to a non-VMFS location, like the OpenStack Im-
age service, it becomes a preallocated flat disk. This impacts the transfer time from the
OpenStack Image service to the data store when the full preallocated flat disk, rather
than the thin disk, must be transferred.

» Monolithic Sparse disks. Sparse disks get imported from the OpenStack Image service into
ESX as thin provisioned disks. Monolithic Sparse disks can be obtained from VMware Fu-
sion or can be created by converting from other virtual disk formats using the genu- i ng
utility.

The following table shows the viwar e_di skt ype property that applies to each of the
supported VMDK disk types:

Table 3.8. OpenStack Image service disk type settings

vmware_disktype property VMDK disk type

sparse Monolithic Sparse
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vmware_disktype property VMDK disk type

thin VMEFS flat, thin provisioned

preallocated (default) VMFS flat, thick/zeroedthick/eagerzeroedthick

The vimwar e_di skt ype property is set when an image is loaded into the OpenStack Im-
age service. For example, the following command creates a Monolithic Sparse image by set-
ting viwar e_di skt ype to spar se:

$ gl ance i mage-create --nanme "ubuntu-sparse" --disk-format vndk \
--contai ner-format bare \

--property vmnar e_di skt ype="sparse" \

--property vmaar e_ost ype="ubunt u64Guest" < ubunt uLTS-spar se. vndk

3 Note
Specifying t hi n does not provide any advantage over pr eal | ocat ed with
the current version of the driver. Future versions might restore the thin proper-
ties of the disk after it is downloaded to a vSphere data store.

Convert and load images

Using the genu- i ng utility, disk images in several formats (such as, gcow?2) can be convert-
ed to the VMDK format.

For example, the following command can be used to convert a gcow2 Ubuntu Trusty cloud
image:

$ genu-ing convert -f qcow2 ~/ Downl oads/trusty-server-cl oudi ng- and64-di skl.ing

\
-O vmdk trusty-server-cl oudi ng- and64- di sk1. vimdk

VMDK disks converted through germnu- i ng are always monolithic sparse VMDK disks with
an IDE adapter type. Using the previous example of the Ubuntu Trusty image after the ge-
nMu- i g conversion, the command to upload the VMDK disk should be something like:

$ glance i mage-create --nanme trusty-cloud --is-public False \
--contai ner-format bare --disk-format vndk \

--property vmnar e_di skt ype="sparse" \

--property vmar e_adaptertype="ide" <\
trusty-server-cl oudi ng- and64- di sk1. vndk

Note that the vimnar e_di skt ype is set to sparse and the vimnar e_adapt ert ype is set
to ide in the previous command.

If the image did not come from the gemnu- i ng utility, the vmmar e_di skt ype and
vmnar e_adapt er t ype might be different. To determine the image adapter type from an
image file, use the following command and look for the ddb. adapt er Type= line:

$ head -20 <vndk file name>

Assuming a preallocated disk type and an iSCSI IsiLogic adapter type, the following com-
mand uploads the VMDK disk:

$ gl ance i mage-create --nanme "ubuntu-thick-scsi" --disk-format vndk \
--contai ner-format bare \

--property vmnar e_adapt ertype="Isi Logi c" \

--property vmnar e_di skt ype="preal | ocat ed" \
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--property vmnar e_ost ype="ubunt u64Guest" < ubuntulLTS-fl at. vndk

Currently, OS boot VMDK disks with an IDE adapter type cannot be attached to a vir-

tual SCSI controller and likewise disks with one of the SCSI adapter types (such as, bus-
Logic, IsiLogic, IsiLogicsas, paraVirtual) cannot be attached to the IDE controller. There-
fore, as the previous examples show, it is important to set the vimwar e_adapt ert ype
property correctly. The default adapter type is IsiLogic, which is SCSI, so you can omit the
vmiar e_adapt er t ype property if you are certain that the image adapter type is IsiLogic.

Tag VMware images

In a mixed hypervisor environment, OpenStack Compute uses the hyper vi sor _t ype tag
to match images to the correct hypervisor type. For VMware images, set the hypervisor
type to vimwar e. Other valid hypervisor types include: xen, genu, | xc, um , and hyperv.
Note that genu is used for both QEMU and KVM hypervisor types.

$ gl ance i mage-create --nanme "ubuntu-thick-scsi" --disk-format vndk \
--container-format bare \

--property vmnar e_adapt ertype="1Isi Logi c" \

--property vmnar e_di skt ype="preal | ocat ed" \

--property hypervi sor_type="vnnare" \

--property vmnar e_ost ype="ubunt u64Guest" < ubuntulLTS-fl at.vndk

Optimize images

Monolithic Sparse disks are considerably faster to download but have the overhead of

an additional conversion step. When imported into ESX, sparse disks get converted to
VMFS flat thin provisioned disks. The download and conversion steps only affect the first
launched instance that uses the sparse disk image. The converted disk image is cached, so
subsequent instances that use this disk image can simply use the cached version.

To avoid the conversion step (at the cost of longer download times) consider converting
sparse disks to thin provisioned or preallocated disks before loading them into the Open-

Stack Image service.
Use one of the following tools to pre-convert sparse disks.
vSphere CLI tools Sometimes called the remote CLI or rCLI.

Assuming that the sparse disk is made available on a da-
ta store accessible by an ESX host, the following com-
mand converts it to preallocated format:

vikfstools --server=i p_of _sonme_ESX host -i /
vnf s/ vol unes/ dat ast or el/ spar se. vndk /vnfs/
vol unes/ dat ast or el/ convert ed. vndk

Note that the vifs tool from the same CLI package can
be used to upload the disk to be converted. The vifs tool
can also be used to download the converted disk if nec-
essary.

vmkfstools directly on the ESX If the SSH service is enabled on an ESX host, the sparse
host disk can be uploaded to the ESX data store through scp
and the vmkfstools local to the ESX host can use used
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to perform the conversion. After you log in to the host
through ssh, run this command:

vnkfstools -i /vnfs/vol unes/ dat ast orel/ spar se.
vk /vnfs/vol unes/ dat ast orel/ convert ed. vk

vmware-vdiskmanager vmnar e- vdi skimanager is a utility that comes bun-
dled with VMware Fusion and VMware Workstation.
The following example converts a sparse disk to preallo-
cated format:

"/ Appl i cations/ VMavar e Fusi on. app/ Cont ent s/
Li brary/ vnwar e- vdi skmanager' -r sparse.vndk -t 4
converted. vimdk

In the previous cases, the converted vmdk is actually a pair of files:
* The descriptor file converted.vmdk.
* The actual virtual disk data file converted-flat.vmdk.

The file to be uploaded to the OpenStack Image Service is converted-flat.vmdk.

Image handling

The ESX hypervisor requires a copy of the VMDK file in order to boot up a virtual machine.
As a result, the vCenter OpenStack Compute driver must download the VMDK via HTTP
from the OpenStack Image service to a data store that is visible to the hypervisor. To op-
timize this process, the first time a VMDK file is used, it gets cached in the data store. A
cached image is stored in a folder named after the image ID. Subsequent virtual machines
that need the VMIDK use the cached version and don't have to copy the file again from the
OpenStack Image service.

Even with a cached VMK, there is still a copy operation from the cache location to the
hypervisor file directory in the shared data store. To avoid this copy, boot the image in
linked_clone mode. To learn how to enable this mode, see the section called “Configura-
tion reference” [250].

3 Note
You can also use the viwar e_| i nked_cl one property in the OpenStack Im-
age service to override the linked_clone mode on a per-image basis.

If multiple compute nodes are running on the same host, or have a shared file system, you
can enable them to use the same cache folder on the back-end data store. To configure this
action, set the cache_pr ef i x option in the nova. conf file. Its value stands for the name
prefix of the folder where cached images are stored.

3 Note
This can take effect only if compute nodes are running on the same host, or
have a shared file system.

You can automatically purge unused images after a specified period of time. To configure
this action, set these options in the DEFAULT section in the nova. conf file:
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renove_unused_base_i mages Set this option to Tr ue to specify that unused images
should be removed after the duration specified in the
renove_unused_ori gi nal _m ni num age_seconds
option. The default is Tr ue.

renpove_unused_ori gi nal _ni rSpacifieadbe slacatiatsin seconds after which an unused
image is purged from the cache. The default is 86400

(24 hours).

Networking with VMware vSphere

The VMware driver supports networking with the nova- net wor k service or the Open-
Stack Networking Service. Depending on your installation, complete these configuration
steps before you provision VMis:

* The nova- net wor k service with the FlatManager or FlatDHCPManager. Create a port
group with the same name as the f | at _net wor k_br i dge value in the nova. conf
file. The default value is br 100. If you specify another value, the new value must be a
valid Linux bridge identifier that adheres to Linux bridge naming conventions.

All VM NICs are attached to this port group.

Ensure that the flat interface of the node that runs the nova- net wor Kk service has a
path to this network.

3 Note
When configuring the port binding for this port group in vCenter, specify
ephener al for the port binding type. For more information, see Choosing a
port binding type in ESX/ESXi in the VMware Knowledge Base.

* The nova- net wor k service with the VlanManager. Set the vl an_i nt er f ace configu-
ration option to match the ESX host interface that handles VLAN-tagged VM traffic.

OpenStack Compute automatically creates the corresponding port groups.

* If you are using the OpenStack Networking Service: Before provisioning VMs, create
a port group with the same name as the vimwar e. i nt egrati on_bri dge value in
nova. conf (defaultis br-i nt). All VM NICs are attached to this port group for man-
agement by the OpenStack Networking plug-in.

Volumes with VMware vSphere

The VMware driver supports attaching volumes from the OpenStack Block Storage service.
The VMware VMDK driver for OpenStack Block Storage is recommended and should be
used for managing volumes based on vSphere data stores. For more information about the
VMware VMDK driver, see VMware VMDK Driver. Also an iSCSI volume driver provides lim-
ited support and can be used only for attachments.

vSphere 5.0 and earlier additional set up

Users of vSphere 5.0 or earlier must host their WSDL files locally. These steps are applica-
ble for vCenter 5.0 or ESXi 5.0 and you can either mirror the WSDL from the vCenter or ES-
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Xi server that you intend to use or you can download the SDK directly from VMware. These
workaround steps fix a known issue with the WSDL that was resolved in later versions.

When setting the VMwareVCDriver configuration options, you must include the
wsdl _| ocat i on option. For more information, see VMwareVCDriver configuration op-
tions above.

Procedure 3.1. To mirror WSDL from vCenter (or ESXi)

1.

Set the VMAAREAPI _| P shell variable to the IP address for your vCenter or ESXi host
from where you plan to mirror files. For example:

$ export VMMREAP| _| P=<your _vsphere_host i p>
Create a local file system directory to hold the WSDL files:

$ nkdir -p /opt/stack/vmare/wsdl /5.0

Change into the new directory.

$ cd /opt/stack/vmare/ wsdl /5.0

Use your OS-specific tools to install a command-line tool that can download files like
wget.

Download the files to the local file cache:

wget --no-check-certificate https://$VMMREAPI _| P/ sdk/ vi nBer vi ce. wsdl
wget --no-check-certificate https://$VMMREAPI _| P/ sdk/ vi m wsdl

wget --no-check-certificate https://$VMMREAPI _| P/ sdk/ core-types. xsd

wget --no-check-certificate https://$VMMREAPI _| P/ sdk/ query- messaget ypes.
xsd

wget --no-check-certificate https://$VMMREAPI _| P/ sdk/ query-types. xsd
wget --no-check-certificate https://$VMMREAPI _I P/ sdk/ vi m nessaget ypes.
xsd

wget --no-check-certificate https://$VMMREAPI | P/ sdk/vi mtypes. xsd

wget --no-check-certificate https://$VMMREAPI _| P/ sdk/refl ect -

nmessaget ypes. xsd
wget --no-check-certificate https://$VMMREAPI _| P/ sdk/refl ect-types. xsd

Because therefl ect -t ypes. xsd andr ef | ect - nessaget ypes. xsd files do not
fetch properly, you must stub out these files. Use the following XML listing to replace
the missing file content. The XML parser underneath Python can be very particular and
if you put a space in the wrong place, it can break the parser. Copy the following con-
tents and formatting carefully.

<?xm version="1.0" encodi ng="UTF-8"?>
<schema
t ar get Nanmespace="urn: refl ect"
xm ns="http://ww. w3. or g/ 2001/ XM_Schenma"
xm ns: xsd="htt p: // ww. wW3. or g/ 2001/ XM_.Schema"
el enent For mDef aul t =" qual i fi ed">
</ schema>

Now that the files are locally present, tell the driver to look for the SOAP service WSDLs
in the local file system and not on the remote vSphere server. Add the following set-
ting to the nova. conf file for your nova- conput e node:
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[ vimwnar €]
wsdl _| ocation=file:///opt/stack/vmare/ wsdl/5.0/vinService.wsdl

Alternatively, download the version appropriate SDK from http://www.vmware.com/
support/developer/vc-sdk/ and copy it to the / opt / st ack/ vimnar e file. Make sure

that the WSDL is available, in for example / opt / st ack/ vmwar e/ SDK/ wsdl / vi n25/

vi mBer vi ce. wsdl . You must point nova. conf to fetch this WSDL file from the local file

system by using a URL.

When using the VMwareVCDriver (vCenter) with OpenStack Compute with vSphere version
5.0 or earlier, nova. conf must include the following extra config option:

[ viwar e]
wsdl _| ocation=file:///opt/stack/vmare/ SDK/ wsdl / vi n25/ vi mSer vi ce. wsdl

Configuration reference

To customize the VMware driver, use the configuration option settings documented in Ta-
ble 3.58, “Description of VMware configuration options” [312].

Hyper-V virtualization platform

It is possible to use Hyper-V as a compute node within an OpenStack Deployment. The no-
va- conput e service runs as "openstack-compute," a 32-bit service directly upon the Win-
dows platform with the Hyper-V role enabled. The necessary Python components as well
as the nova- conput e service are installed directly onto the Windows platform. Windows
Clustering Services are not needed for functionality within the OpenStack infrastructure.
The use of the Windows Server 2012 platform is recommend for the best experience and is
the platform for active development. The following Windows platforms have been tested
as compute nodes:

* Windows Server 2008 R2

Both Server and Server Core with the Hyper-V role enabled (Shared Nothing Live migra-
tion is not supported using 2008 R2)

e Windows Server 2012 and Windows Server 2012 R2

Server and Core (with the Hyper-V role enabled), and Hyper-V Server

Hyper-V configuration

The only OpenStack services required on a Hyper-V node are nova- conput e and neu-
tron- hyper v- agent . Regarding the resources needed for this host you have to consid-
er that Hyper-V will require 16 GB - 20 GB of disk space for the OS itself, including updates.
Two NICs are required, one connected to the management network and one to the guest
data network.

The following sections discuss how to prepare the Windows Hyper-V node for operation
as an OpenStack compute node. Unless stated otherwise, any configuration information
should work for the Windows 2008 R2, 2012 and 2012 R2 platform:s.
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Local storage considerations

The Hyper-V compute node needs to have ample storage for storing the virtual machine im-
ages running on the compute nodes. You may use a single volume for all, or partition it in-
to an OS volume and VM volume. It is up to the individual deploying to decide.

Configure NTP

Network time services must be configured to ensure proper operation of the OpenStack
nodes. To set network time on your Windows host you must run the following commands:

C.\>net stop w32tinme
C.\>w32t m /confi g /nanual peerli st: pool . ntp.org, 0x8 /syncfronflags: MANUAL
C \>net start w32tinme

Keep in mind that the node will have to be time synchronized with the other nodes of your
OpenStack environment, so it is important to use the same NTP server. Note that in case of
an Active Directory environment, you may do this only for the AD Domain Controller.

DRAFT - Liberty - DRAFT - Liberty -

Configure Hyper-V virtual switching

Information regarding the Hyper-V virtual Switch can be located here: http://
technet.microsoft.com/en-us/library/hh831823.aspx

To quickly enable an interface to be used as a Virtual Interface the following PowerShell
may be used:
PS C\>$if = Get-NetlPAddress -1 PAddress 192* | Get-NetlPlnterface

PS C. \ >New VMBwi t ch - Net AdapterNane $if.ifAl ias -Name YOUR BRI DGE_NAME -
Al | omvanagenent OS $f al se

3 Note
It is very important to make sure that when you are using an Hyper-V node
with only 1 NIC the -AllowManagementOS option is set on Tr ue, otherwise you
will lose connectivity to the Hyper-V node.

Enable iSCSI initiator service

To prepare the Hyper-V node to be able to attach to volumes provided by cinder you must
first make sure the Windows iSCSI initiator service is running and started automatically.

PS C.\>Set-Service -Nane Msi SCSI -StartupType Automatic
PS C:\>Start-Service Msi SCSI

Configure shared nothing live migration

Detailed information on the configuration of live migration can be found here: http://
technet.microsoft.com/en-us/library/jj134199.aspx

The following outlines the steps of shared nothing live migration.

1. The target hosts ensures that live migration is enabled and properly configured in Hy-
per-V.

251

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty


http://technet.microsoft.com/en-us/library/hh831823.aspx
http://technet.microsoft.com/en-us/library/hh831823.aspx
http://technet.microsoft.com/en-us/library/jj134199.aspx
http://technet.microsoft.com/en-us/library/jj134199.aspx

rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty

ence

2. The target hosts checks if the image to be migrated requires a base VHD and pulls it
from the Image service if not already available on the target host.

3. The source hosts ensures that live migration is enabled and properly configured in Hy-
per-V.

4. The source hosts initiates a Hyper-V live migration.
5. The source hosts communicates to the manager the outcome of the operation.

The following two configuration options/flags are needed in order to support Hyper-V live
migration and must be added to your nova. conf on the Hyper-V compute node:

* i nstances_shared_storage = Fal se

This needed to support "shared nothing" Hyper-V live migrations. It is used in nova/com-
pute/manager.py

elimt _cpu features = True

This flag is needed to support live migration to hosts with different CPU features. This
flag is checked during instance creation in order to limit the CPU features used by the
VM.

* instances_path = DRI VELETTER \ PATH TO YOUR\ | NSTANCES

Additional Requirements:

* Hyper-V 2012 R2 or Windows Server 2012 R2 with Hyper-V role enabled

* A Windows domain controller with the Hyper-V compute nodes as domain members
* The instances_path command-line option/flag needs to be the same on all hosts.

* The openst ack- conput e service deployed with the setup must run with domain cre-
dentials. You can set the service credentials with:

C.\>sc config openstack-conput e obj="DOVAI N\ user name" passwor d="passwor d"

How to setup live migration on Hyper-V

To enable 'shared nothing live' migration, run the 3 PowerShell instructions below on each
Hyper-V host:

PS C:.\ >Enabl e- VMM gr ati on
PS C:\ >Set - VMM grati onNet wor k | P_ADDRESS
PS C:\ >Set - VMHost -Virtual Machi neM gr ati onAut henti cati onTypeKer ber os

S Note
Please replace the | P_ADDRESS with the address of the interface which will
provide live migration.

Additional Reading

Here's an article that clarifies the various live migration options in Hyper-V:
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http://ariessysadmin.blogspot.ro/2012/04/hyper-v-live-migration-of-windows.html

Install nova-compute using OpenStack Hyper-V installer

In case you want to avoid all the manual setup, you can use Cloudbase Solutions' installer.
You can find it here:

https://www.cloudbase.it/downloads/HyperVNovaCompute_Beta.msi

It installs an independent Python environment, in order to avoid conflicts with existing ap-
plications, generates dynamically a nova. conf file based on the parameters provided by
you.

The installer can also be used for an automated and unattended mode for deployments on
a massive number of servers. More details about how to use the installer and its features
can be found here:

https://www.cloudbase.it

Requirements

Python

Python 2.7 32bit must be installed as most of the libraries are not working properly on the
64bit version.

Procedure 3.2. Setting up Python prerequisites
1. Download and then install it using the MSI installer from here:

http://www.python.org/ftp/python/2.7.3/python-2.7.3.msi

PS C:\> $src = "http://ww. python. org/ftp/python/2.7.3/python-2.7.3.nmsi"
PS C:\> $dest = "$env:tenp\python-2.7.3.nsi"

PS C.\> I nvoke- WebRequest —Uri $src —QutFil e $dest

PS C:\ > Unbl ock-Fil e $dest

PS C\> Start-Process $dest

2. Make sure that the Pyt hon and Pyt hon\ Scri pt s paths are set up in the PATH envi-
ronment variable.

PS C:\>$ol dPat h [ Syst em Envi ronment]: : Get Envi r onment Var i abl e( " Pat h")

PS C.\ >$newPath = $ol dPath + "; C: \ pyt hon27\; C:\ pyt hon27\ Scri pts\"

PS C:\ >[ System Envi ronnent]: : Set Envi ronnent Vari abl e(" Pat h", $newPat h,
[ Syst em Envi ronment Vari abl eTarget]: : User

Python dependencies

The following packages need to be downloaded and manually installed:

setuptools http://pypi.python.org/packages/2.7/s/setup-
tools/setuptools-0.6¢11.win32-py2.7.exel

pip http://pip.readthedocs.org/en/latest/installing.html

MySQL-python  http://codegood.com/download/10/
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PyWin32 http://sourceforge.net/projects/pywin32/files/pywin32/Build%20217/
pywin32-217.win32-py2.7.exe
Greenlet http://www.Ifd.uci.edu/ ™ gohlke/pythonlibs/#greenlet
PyCryto http://www.voidspace.org.uk/downloads/pycryp-

1026/pycrypto-2.6.win32-py2.7.exe
The following packages must be installed with pip:
* ecdsa
* amqgp
* wmi
PS C:\> pip install ecdsa

PS C:\> pip install angp
PS C\> pip install wm

Other dependencies

genu- i ng is required for some of the image related operations. You can get it from here:
http://gemu.weilnetz.de/. You must make sure that the genu- i ng path is set in the PATH
environment variable.

Some Python packages need to be compiled, so you may use MinGW or Visual Studio.
You can get MinGW from here: http://sourceforge.net/projects/mingw/. You must con-
figure which compiler to be used for this purpose by using the di st uti | s. cf g file in
$Pyt hon27\ Li b\ di st uti | s, which can contain:

[bui I d]
conpil er = m ngw32

As a last step for setting up MinGW, make sure that the MinGW binaries' directories are set
up in PATH.

Install Nova-compute

Download the nova code

1. Use Git to download the necessary source code. The installer to run Git on Windows
can be downloaded here:

https://github.com/msysgit/msysgit/releases/download/Git-1.9.2-pre-
view20140411/Git-1.9.2-preview20140411.exe

2. Download the installer. Once the download is complete, run the installer and follow
the prompts in the installation wizard. The default should be acceptable for the needs
of the document.

PS C.\>$src = "https://github. com nsysgit/nmsysgit/rel eases/downl oad/ G t-1.
9. 2- previ ew20140411/ G t-1.9. 2- previ ew20140411. exe"

PS C. \>$dest = "$env:tenp\G t-1.9.2-previ en20140411. exe"

PS C:\ >l nvoke- WebRequest —Uri $src —QutFil e $dest

PS C:\ >Unbl ock-Fil e $dest

PS C:\>Start-Process $dest
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3. Run the following to clone the Nova code.

PS C:\>git.exe clone https://github.com openst ack/ nova. gi t
Install nova-compute service

To install Nova- comput e, run:

PS C.\>cd c:\Nova
PS C.\ >python setup.py install

Configure nova-compute

The nova. conf file must be placed in C: \ et ¢\ nova for running OpenStack on Hyper-V.
Below is a sample nova. conf for Windows:

[ DEFAULT]

[ DEFAULT]

aut h_str at egy keyst one

i mage_service nova. i mage. gl ance. @ ancel nageSer vi ce
conmput e_driver = nova.virt.hyperv.driver. HyperVDriver
vol une_api _cl ass = nova. vol une. ci nder . API
fake_network = true

i nstances_path = C \Program Fil es (x86)\ OpenSt ack\ | nst ances
gl ance_api _servers = | P_ADDRESS: 9292

use_cow_i nages = true

force_config_drive = fal se

injected network _tenplate = C:\Program Fil es (x86)\ OpenSt ack\ Nova\ et c\
interfaces.tenpl ate

policy_file = C:\Program Fil es (x86)\ OpenSt ack\ Noval\ et c\ policy.json
nki sofs_cnmd = C:\Program Fi |l es (x86)\ OpenSt ack\ Nova\ bi n\ nki sof s. exe
verbose = fal se

all ow resi ze _to_sane_host = true

runni ng_del et ed_i nstance_acti on = reap

runni ng_del et ed_i nstance_pol | _interval = 120
resize_confirmw ndow = 5

resume_guests_state_on_host _boot = true
rpc_response_tineout = 1800

|l ock_path = C:\Program Fi |l es (x86)\ OpenSt ack\ Log\
rpc_backend nova. openst ack. conmon. r pc. i npl _komnbu

r abbi t _host | P_ADDRESS

rabbit_port 5672

rabbit_userid = guest

rabbi t _password = PasswOrd

logdir = C:\Program Fil es (x86)\ QpenSt ack\ Log\

I ogfile = nova-conpute. | og

i nstance_usage_audit = true

i nst ance_usage_audi t _peri od = hour

net wor k_api _cl ass = nova. net wor k. neut ronv2. api . API

[ neut ron]

url = http://1P_ADDRESS: 9696

aut h_strategy = keystone

admi n_t enant _nane = service

adm n_user nanme = neutron

adm n_password = Password

adm n_auth_url = http://1P_ADDRESS: 35357/ v2. 0

[ hyperv]

vswi t ch_name = newVvSw t chO

limt_cpu_features = fal se

config drive_inject_password = fal se
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gemu_i ng_cnd = C:\Program Fi |l es (x86)\ OpenSt ack\ Nova\ bi n\ genu-i ng. exe
config_drive_cdrom = true

dynam c_nenory _ratio = 1

enabl e_i nstance_netrics_col |l ection = true

[ rdp]

enabl ed = true

htm 5_proxy_base_url = https://|P_ADDRESS: 4430

Table 3.31, “Description of HyperV configuration options” [296] contains a reference of
all options for hyper-v.

Prepare images for use with Hyper-V

Hyper-V currently supports only the VHD and VHDX file format for virtual machine in-
stances. Detailed instructions for installing virtual machines on Hyper-V can be found here:

http://technet.microsoft.com/en-us/library/cc772480.aspx

Once you have successfully created a virtual machine, you can then upload the image to
glance using the native glance-client:

PS C:\>gl ance i mage-create --nane "VM | MAGE_NAME"' --is-public False --
contai ner-format bare --disk-format vhd

3 Note
VHD and VHDX files sizes can be bigger than their maximum internal size, as

such you need to boot instances using a flavor with a slightly bigger disk size
than the internal size of the disk file. To create VHDs, use the following Power-

Shell cmdlet:
PS C:\ >New VHD DI SK_NAME. vhd - Si zeBytes VHD_SI ZE

Run Compute with Hyper-V

To start the nova- conmput e service, run this command from a console in the Windows
server:

PS C.\ >C:\ Pyt hon27\ pyt hon. exe c:\ Pyt hon27\ Scri pt s\ nova-conpute --config-file
c:\ et c\ nova\ nova. conf

Troubleshoot Hyper-V configuration

* | ran the nova-manage service list command from my controller; however, I'm not seeing
smiley faces for Hyper-V compute nodes, what do | do?

Verify that you are synchronized with a network time source. For instructions about
how to configure NTP on your Hyper-V compute node, see the section called “Configure
NTP” [251].

* How do | restart the compute service?

PS C.\>net stop nova-conpute && net start nova-conpute

* How do | restart the iSCSI initiator service?

PS C \>net stop msiscsi & net start nsiscsi
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Scheduling

Compute uses the nova- schedul er service to determine how to dispatch compute
requests. For example, the nova- schedul er service determines on which host a VM
should launch. In the context of filters, the term host means a physical node that has a no-
va- conput e service running on it. You can configure the scheduler through a variety of

options.

Compute is configured with the following default scheduler options in the / et ¢/ no-
val/ nova. conf file:

schedul er _driver_task_period = 60

schedul er _driver = nova.schedul er.filter_schedul er. Filter Schedul er

schedul er _available_filters = nova.scheduler.filters.all _filters

schedul er_default filters = RetryFilter, AvailabilityZoneFilter, RanFilter,
Conput eFi | ter, ConputeCapabilitiesFilter, |nmagePropertiesFilter,
Server G oupAnti AffinityFilter, ServerGoupAffinityFilter

By default, the schedul er _dri ver is configured as a filter scheduler, as described in the
next section. In the default configuration, this scheduler considers hosts that meet all the
following criteria:

* Have not been attempted for scheduling purposes (Ret ryFi | t er).

* Are in the requested availability zone (Avai | abi | i t yZoneFi | t er).
* Have sufficient RAM available (Ranfi | t er).

 Can service the request (Conput eFi | t er).

« Satisfy the extra specs associated with the instance type (Conput eCapabi litiesFil -
ter).

* Satisfy any architecture, hypervisor type, or virtual machine mode properties specified on
the instance's image properties (I magePr operti esFilter).

 Are on a different host than other instances of a group (if requested) (Ser ver -
GroupAnti AffinityFilter).

Are in a set of group hosts (if requested) (Server G oupAffinityFilter).

The scheduler caches its list of available hosts; use the
schedul er _dri ver _task_peri od option to specify how often the list is updated.

S Note

Do not configure ser vi ce_down_t i e to be much smaller than
schedul er _dri ver _task_peri od; otherwise, hosts appear to be dead
while the host list is being cached.

For information about the volume scheduler, see the Block Storage section of OpenStack
Cloud Administrator Guide.
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The scheduler chooses a new host when an instance is migrated.

When evacuating instances from a host, the scheduler service honors the target host de-
fined by the administrator on the evacuate command. If a target is not defined by the ad-
ministrator, the scheduler determines the target host. For information about instance evac-
uation, see Evacuate instances section of the OpenStack Cloud Administrator Guide.

Filter scheduler

The filter scheduler (nova. schedul er. filter_schedul er. FilterSchedul er)is
the default scheduler for scheduling virtual machine instances. It supports filtering and
weighting to make informed decisions on where a new instance should be created.

Filters

When the filter scheduler receives a request for a resource, it first applies filters to deter-
mine which hosts are eligible for consideration when dispatching a resource. Filters are bi-
nary: either a host is accepted by the filter, or it is rejected. Hosts that are accepted by the
filter are then processed by a different algorithm to decide which hosts to use for that re-
quest, described in the Weights section.

Figure 3.2. Filtering

Host 1 ’ Host 1 '
sz Q
Host 3 ' Host 3 Host 3
; —= Filters - ) & Weighting —»-
I Haste ' @ ’ Host 1
f f o
Host 5 Host 5 / Host 6
Host 6 ’ Host 6 ’

Hosts chosen after filkering
and sorted after weighting
(here the best variant is
Host 5, the worst — Host 6)

The schedul er _avai | abl e_filters configuration option in nova. conf provides the
Compute service with the list of the filters that are used by the scheduler. The default set-
ting specifies all of the filter that are included with the Compute service:

schedul er _available_filters = nova.scheduler.filters.all _filters

This configuration option can be specified multiple times. For example, if you implement-
ed your own custom filter in Python called nyfilter. MyFi | t er and you wanted to use
both the built-in filters and your custom filter, your nova. conf file would contain:
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nova. scheduler.filters.all _filters
nyfilter. MFilter

schedul er _avail able_filters
schedul er _available filters

The schedul er _default_filters configuration option in nova. conf defines the list
of filters that are applied by the nova- schedul er service. The default filters are:

schedul er_default filters = RetryFilter, AvailabilityZoneFilter, RanFilter,
Conput eFi | ter, ComputeCapabilitiesFilter, |magePropertiesFilter,
Server G oupAnti AffinityFilter, ServerGoupAffinityFilter

The following sections describe the available filters.

AggregateCoreFilter

Filters host by CPU core numbers with a per-aggregate cpu_al | ocati on_r ati o value. If
the per-aggregate value is not found, the value falls back to the global setting. If the host is
in more than one aggregate and more than one value is found, the minimum value will be
used. For information about how to use this filter, see the section called “Host aggregates
and availability zones” [271]. See also the section called “CoreFilter” [261].

AggregateDiskFilter

Filters host by disk allocation with a per-aggregate di sk_al | ocati on_rati o value. If
the per-aggregate value is not found, the value falls back to the global setting. If the host is
in more than one aggregate and more than one value is found, the minimum value will be
used. For information about how to use this filter, see the section called “Host aggregates
and availability zones” [271]. See also the section called “DiskFilter” [262].

AggregatelmagePropertiesisolation

Matches properties defined in an image's metadata against those of aggregates to deter-
mine host matches:

* If a host belongs to an aggregate and the aggregate defines one or more metadata that
matches an image's properties, that host is a candidate to boot the image's instance.

* If a host does not belong to any aggregate, it can boot instances from all images.

For example, the following aggregate my W nAgg has the Windows operating system as
metadata (named 'windows'):

$ nova aggregate-detail s MW nAgg

ffocoodfsccosmoooo ffococcooccoooocooooo fmoooccoooocoo fococcocoocooooo +
| 1d | Name | Availability Zone | Hosts | Metadata |
e ccodfmoccocooe= dmccocc-coscoocoooos fmcoccocooeoo= fmcoc-scooo=osoo= +
| 1 MyW nAgg | None | 'sf-devel' | 'os=w ndows' |
o ccodfmoccooooe= fbmccoccscsscoocooooo fococcocoooos fmcoccscoocsooos +

In this example, because the following Win-2012 image has the windows property, it boots
on the sf - devel host (all other filters being equal):

$ gl ance i mage- show W n-2012
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| Property 'os' | w ndows |

| checksum | f8a2eeee2dc65b3d9b6e63678955bd83 |

| container_format | am |

| created_at | 2013-11-14T13: 24: 25 |

|

You can configure the Aggr egat el magePr operti esl sol ati on filter by using the fol-
lowing options in the nova. conf file:

# Considers only keys matching the given namespace (string).

aggr egat e_i nage_properties_i sol ati on_nanespace = <None>

# Separator used between the nanespace and keys (string).

aggr egat e_i mage_properties_i sol ati on_separator = .
AggregatelnstanceExtraSpecsFilter

Matches properties defined in extra specs for an instance type against admin-de-

fined properties on a host aggregate. Works with specifications that are scoped with
aggregat e_i nst ance_extra_specs. For backward compatibility, also works with non-
scoped specifications; this action is highly discouraged because it conflicts with ComputeCa-
pabilitiesFilter filter when you enable both filters. For information about how to use this fil-
ter, see the host aggregates section.

AggregateloOpsFilter

Filters host by disk allocation with a per-aggregate max_i o_ops_per _host value. If the
per-aggregate value is not found, the value falls back to the global setting. If the host is in
more than one aggregate and more than one value is found, the minimum value will be
used. For information about how to use this filter, see the section called “Host aggregates
and availability zones” [271]. See also the section called “loOpsFilter” [265].

AggregateMultiTenancylsolation

Isolates tenants to specific host aggregates. If a host is in an aggregate that has the
filter_tenant_id metadata key, the host creates instances from only that tenant or
list of tenants. A host can be in different aggregates. If a host does not belong to an aggre-
gate with the metadata key, the host can create instances from all tenants.

AggregateNuminstancesFilter

Filters host by number of instances with a per-aggregate nax_i nst ances_per _host val-
ue. If the per-aggregate value is not found, the value falls back to the global setting. If the
host is in more than one aggregate and thus more than one value is found, the minimum
value will be used. For information about how to use this filter, see the section called “Host
aggregates and availability zones” [271]. See also the section called “NumInstancesFil-

ter” [266].

AggregateRamfFilter

Filters host by RAM allocation of instances with a per-aggregate
ram al | ocati on_rati o value. If the per-aggregate value is not found, the value falls
back to the global setting. If the host is in more than one aggregate and thus more than
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one value is found, the minimum value will be used. For information about how to use this
filter, see the section called “Host aggregates and availability zones” [271]. See also the
section called “RamFilter” [266].

AggregateTypeAffinityFilter

Filters host by per-aggregate i nst ance_t ype value. For information about how to use
this filter, see the section called “Host aggregates and availability zones” [271]. See also
the section called “TypeAffinityFilter” [268].

AllHostsFilter

This is a no-op filter. It does not eliminate any of the available hosts.

AvailabilityZoneFilter

Filters hosts by availability zone. You must enable this filter for the scheduler to respect
availability zones in requests.

ComputeCapabilitiesFilter
Matches properties defined in extra specs for an instance type against compute capabilities.

If an extra specs key contains a colon (: ), anything before the colon is treated as a names-
pace and anything after the colon is treated as the key to be matched. If a namespace

is present and is not capabi | i ti es, the filter ignores the namespace. For backward
compatibility, also treats the extra specs key as the key to be matched if no namespace is
present; this action is highly discouraged because it conflicts with AggregatelnstanceEx-
traSpecsFilter filter when you enable both filters.

ComputeFilter
Passes all hosts that are operational and enabled.

In general, you should always enable this filter.

CoreFilter

Only schedules instances on hosts if sufficient CPU cores are available. If this filter is not set,
the scheduler might over-provision a host based on cores. For example, the virtual cores
running on an instance may exceed the physical cores.

You can configure this filter to enable a fixed amount of vCPU overcommitment by using
the cpu_al | ocati on_rati o configuration option in nova. conf . The default setting is:

cpu_al l ocation_ratio = 16.0

With this setting, if 8 vCPUs are on a node, the scheduler allows instances up to 128 vCPU
to be run on that node.

To disallow vCPU overcommitment set:
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cpu_al location_ratio = 1.0

3 Note
The Compute API always returns the actual number of CPU cores available on
a compute node regardless of the value of the cpu_al | ocati on_rati o con-
figuration key. As a result changes to the cpu_al | ocati on_r ati o are not
reflected via the command line clients or the dashboard. Changes to this config-
uration key are only taken into account internally in the scheduler.

NUMATopologyFilter

Filters hosts based on the NUMA topology that was specified for the instance through the
use of flavor ext r a_specsin combination with the image properties, as described in de-
tail in the related nova-spec document: Filter will try to match the exact NUMA cells of the
instance to those of the host. It will consider the standard over-subscription limits each cell,
and provide limits to the compute host accordingly.

S Note
If instance has no topology defined, it will be considered for any host. If in-
stance has a topology defined, it will be considered only for NUMA capable
hosts.

DifferentHostFilter

Schedules the instance on a different host from a set of instances. To take advantage of
this filter, the requester must pass a scheduler hint, using di f f er ent _host as the key and
a list of instance UUIDs as the value. This filter is the opposite of the SaneHost Fi | t er . Us-
ing the nova command-line tool, use the - - hi nt flag. For example:

$ nova boot --inmge cedef40a-ed67-4d10-800e- 17455edcel75 --flavor 1 \
--hint different_host=a0cf 03a5-d921- 4877- bb5c- 86d26cf 818el \
--hint different_host=8c19174f - 4220- 44f 0- 824a- cdleeef 10287 server-1

With the API, use the 0s: schedul er _hi nt s key. For example:

{

"server": {
"name": "server-1",
"i mgeRef": "cedef40a-ed67-4d10- 800e- 17455edcel75",

"flavorRef": "1"
}

"o0s:schedul er _hints": {

"different_host": [
"alcf 03a5- d921- 4877- bb5c- 86d26¢cf 818el",
"8c19174f - 4220- 44f 0- 824a- cdleeef 10287"

}
DiskFilter

Only schedules instances on hosts if there is sufficient disk space available for root and
ephemeral storage.
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You can configure this filter to enable a fixed amount of disk overcommitment by using the
di sk_al | ocati on_r ati o configuration option in the nova. conf configuration file.
The default setting disables the possibility of the overcommitment and allows launching a
VM only if there is a sufficient amount of disk space available on a host:

di sk_allocation_ratio = 1.0

DiskFilter always considers the value of the di sk_avai | abl e_| east property and not
the one of the f r ee_di sk_gb property of a hypervisor's statistics:

$ nova hypervisor-stats

fbmccoc-sccsccscocooooocs fmcocoos +
| Property | Value |
fhmccocccoccsccscocoooooos fmcocoos +
| count | 1 |
| current _workl oad | O |
| disk available |east | 29 |
| free_disk_gb | 35 |
| free_ramnb | 3441 |
| local _gb | 35 |
| local _gb_used | O |
| menory_nb | 3953 |
| menory_nb_used | 512 |
| running_vns | O |
| vcpus | 2 |
| vcpus_used | O |
looccccccoccccoconocaooo oooocao +

As it can be viewed from the command output above, the amount of the available

disk space can be less than the amount of the free disk space. It happens because the

di sk_avai |l abl e_| east property accounts for the virtual size rather than the actual size
of images. If you use an image format that is sparse or copy on write so that each virtual in-
stance does not require a 1:1 allocation of a virtual disk to a physical storage, it may be use-
ful to allow the overcommitment of disk space.

To enable scheduling instances while overcommitting disk resources on the node, adjust
the value of the di sk_al | ocati on_r at i o configuration option to greater than 1. O:

disk_allocation_ratio > 1.0

3 Note
If the value is set to >1, we recommend keeping track of the free disk space, as
the value approaching 0 may result in the incorrect functioning of instances us-
ing it at the moment.

GroupAffinityFilter

j I Note
This filter is deprecated in favor of ServerGroupAffinityFilter.

The GroupAffinityFilter ensures that an instance is scheduled on to a host from a set of
group hosts. To take advantage of this filter, the requester must pass a scheduler hint, us-
ing gr oup as the key and an arbitrary name as the value. Using the nova command-line
tool, use the - - hi nt flag. For example:
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$ nova boot --inmage IMAGE ID --flavor 1 --hint group=foo server-1

This filter should not be enabled at the same time as GroupAntiAffinityFilter or neither fil-
ter will work properly.

GroupAntiAffinityFilter

3 Note
This filter is deprecated in favor of ServerGroupAntiAffinityFilter.

The GroupAntiAffinityFilter ensures that each instance in a group is on a different host.
To take advantage of this filter, the requester must pass a scheduler hint, using gr oup as
the key and an arbitrary name as the value. Using the nova command-line tool, use the - -
hi nt flag. For example:

$ nova boot --inmage IMAGE ID --flavor 1 --hint group=foo server-1

This filter should not be enabled at the same time as GroupAffinityFilter or neither filter will
work properly.

ImagePropertiesFilter

Filters hosts based on properties defined on the instance's image. It passes hosts that can
support the specified image properties contained in the instance. Properties include the ar-
chitecture, hypervisor type, hypervisor version (for Xen hypervisor type only), and virtual
machine mode.

For example, an instance might require a host that runs an ARM-based processor, and QE-
MU as the hypervisor. You can decorate an image with these properties by using:

$ gl ance i mage-update ing-uuid --property architecture=arm --property
hyper vi sor _t ype=qenu

The image properties that the filter checks for are:

» archi t ect ur e: describes the machine architecture required by the image. Examples
arei 686, x86_64, ar m and ppc64.

* hypervi sor _t ype: describes the hypervisor required by the image. Examples are xen,
genu, and xenapi .

3 Note
gemnu is used for both QEMU and KVM hypervisor types.

* hypervi sor _versi on_r equi r es: describes the hypervisor version required by the
image. The property is supported for Xen hypervisor type only. It can be used to enable
support for multiple hypervisor versions, and to prevent instances with newer Xen tools
from being provisioned on an older version of a hypervisor. If available, the property val-
ue is compared to the hypervisor version of the compute host.

To filter the hosts by the hypervisor version, add the
hyper vi sor _ver si on_r equi r es property on the image as metadata and pass an
operator and a required hypervisor version as its value:
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$ gl ance inmage-update inmg-uuid --property hypervisor_type=xen --property
hyper vi sor _ver si on_requi res=">=4. 3"

* vm _node: describes the hypervisor application binary interface (ABI) required by the
image. Examples are xen for Xen 3.0 paravirtual ABI, hvmfor native ABI, um for User
Mode Linux paravirtual ABI, exe for container virt executable ABI.

IsolatedHostsFilter

Allows the admin to define a special (isolated) set of images and a special

(isolated) set of hosts, such that the isolated images can only run on the iso-

lated hosts, and the isolated hosts can only run isolated images. The flag

restrict _isolated hosts to_isol ated i nages can be used to force isolated
hosts to only run isolated images.

The admin must specify the isolated set of images and hosts in the nova. conf file using
thei sol at ed_host s and i sol at ed_i nages configuration options. For example:

i sol ated _hosts = serverl, server2
i sol ated_i mages = 342b492c- 128f - 4a42- 8d3a- c5088cf 27d13, ebd267a6-
ca86- 4d6¢c- 9ale- bd132d6b7d09

loOpsFilter

The loOpsFilter filters hosts by concurrent I/O operations on it. Hosts with too many con-
current /O operations will be filtered out. The max_i o_ops_per _host option specifies
the maximum number of /0 intensive instances allowed to run on a host. A host will be
ignored by the scheduler if more than max_i o_ops_per _host instances in build, resize,
snapshot, migrate, rescue or unshelve task states are running on it.

JsonFilter

The JsonFilter allows a user to construct a custom filter by passing a scheduler hint in JSON
format. The following operators are supported:

* not
e or
e and

The filter supports the following variables:
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e $free_ramnb

» $free_di sk_nb

e $total _usabl e_ram nb
e $vcpus_tot al

e $vcpus_used

Using the nova command-line tool, use the - - hi nt flag:

$ nova boot --inmage 827d564a- e636- 4f c4- a376- d36f 7ebel747 \
--flavor 1 --hint query='"[">=","$free_ramnb", 1024]' serverl

With the API, use the 0s: schedul er _hi nt s key:

{
"server": {
"nane": "server-1",
"i mageRef": "cedef 40a- ed67-4d10- 800e- 17455edcel75",
"flavorRef": "1"
Ji -
"o0s:schedul er _hints": {
"query": "[>=, $free_ram nb, 1024] "
}
}

MetricsFilter

passed so that the metrics weigher will not fail due to these hosts.

NuminstancesFilter

Hosts that have more instances running than specified by the

PciPassthroughFilter

in the ext r a_specs attribute for the flavor.

RamfFilter

virtual machine instances may exceed the physical RAM).

ramallocation_ratio = 1.5

max_i nst ances_per _host option are filtered out when this filter is in place.

Filters hosts based on meters wei ght _set ti ng. Only hosts with the available meters are

The filter schedules instances on a host if the host has devices that meet the device requests

Only schedules instances on hosts that have sufficient RAM available. If this filter is not set,
the scheduler may over provision a host based on RAM (for example, the RAM allocated by

You can configure this filter to enable a fixed amount of RAM overcommitment by using
theram al | ocati on_rati o configuration option in nova. conf . The default setting is:

This setting enables 1.5 GB instances to run on any compute node with 1 GB of free RAM.
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RetryFilter

Filters out hosts that have already been attempted for scheduling purposes. If the scheduler
selects a host to respond to a service request, and the host fails to respond to the request,
this filter prevents the scheduler from retrying that host for the service request.

This filter is only useful if the schedul er _max_at t enpt s configuration option is set to a
value greater than zero.

SameHostFilter

Schedules the instance on the same host as another instance in a set of instances. To take
advantage of this filter, the requester must pass a scheduler hint, using sanme_host as the
key and a list of instance UUIDs as the value. This filter is the opposite of the Di f f er en-

t Host Fi | t er. Using the nova command-line tool, use the - - hi nt flag:

$ nova boot --inmge cedef40a-ed67-4d10-800e-17455edcel?5 --flavor 1 \
--hi nt same_host =aOcf 03a5- d921- 4877- bb5c- 86d26¢cf 818el \
--hint sane_host =8¢c19174f - 4220- 44f 0- 824a- cdleeef 10287 server-1

With the API, use the 0s: schedul er _hi nt s key:
{

"server": {
"nanme": "server-1",
"i mageRef": "cedef40a-ed67-4d10- 800e- 17455edcel75",

"flavorRef": "1"
b

"os:schedul er _hints": {
"same_host": |
"alcf 03a5- d921- 4877- bb5c- 86d26¢cf 818el",
"8c19174f - 4220- 44f 0- 824a- cdleeef 10287"

}
ServerGroupAffinityFilter

The ServerGroupAffinityFilter ensures that an instance is scheduled on to a host from a set
of group hosts. To take advantage of this filter, the requester must create a server group
with an af fi ni ty policy, and pass a scheduler hint, using gr oup as the key and the server
group UUID as the value. Using the nova command-line tool, use the - - hi nt flag. For ex-
ample:

$ nova server-group-create --policy affinity group-1
$ nova boot --image | MAGE ID --flavor 1 --hint group=SERVER GROUP_UUl D

server-1

ServerGroupAntiAffinityFilter

The ServerGroupAntiAffinityFilter ensures that each instance in a group is on a different
host. To take advantage of this filter, the requester must create a server group with an an-
ti-affinity policy, and pass a scheduler hint, using gr oup as the key and the server
group UUID as the value. Using the nova command-line tool, use the - - hi nt flag. For ex-
ample:
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$ nova server-group-create --policy anti-affinity group-1
$ nova boot --inmage IMAGE ID --flavor 1 --hint group=SERVER GROUP_UU D

server-1

SimpleCIDRAffinityFilter

Schedules the instance based on host IP subnet range. To take advantage of this filter, the
requester must specify a range of valid IP address in CIDR format, by passing two scheduler

hints:
bui | d_near _host i p The first IP address in the subnet (for example, 192. 168. 1. 1)
cidr The CIDR that corresponds to the subnet (for example, / 24)

Using the nova command-line tool, use the - - hi nt flag. For example, to specify the IP sub-
net 192. 168. 1. 1/ 24

$ nova boot --inmmge cedef40a-ed67-4d10-800e-17455edcel75 --flavor 1 \
--hint build_near_host_ip=192.168.1.1 --hint cidr=/24 server-1

With the API, use the os: schedul er _hi nt s key:

{
"server": {
"nane": "server-1",
"imageRef": "cedef 40a-ed67-4d10- 800e- 17455edcel75",
"flavorRef": "1"
Ji -
"os:schedul er _hints": {
"bui | d_near _host _i p": "192.168.1.1",
"cidr": "24"
}
}

TrustedFilter

Filters hosts based on their trust. Only passes hosts that meet the trust requirements speci-
fied in the instance properties.

TypeAffinityFilter

Dynamically limits hosts to one instance type. An instance can only be launched on a host,
if no instance with different instances types are running on it, or if the host has no running
instances at all.

Weights

When resourcing instances, the filter scheduler filters and weights each host in the list of
acceptable hosts. Each time the scheduler selects a host, it virtually consumes resources on
it, and subsequent selections are adjusted accordingly. This process is useful when the cus-
tomer asks for the same large amount of instances, because weight is computed for each
requested instance.

All weights are normalized before being summed up; the host with the largest weight is
given the highest priority.
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Figure 3.3. Weighting hosts
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If cells are used, cells are weighted by the scheduler in the same manner as hosts.

Hosts and cells are weighted based on the following options in the / et ¢/ no-
val/ nova. conf file:

Table 3.9. Host weighting options

Section Option Description

[DE- ram wei ght _mul ti pli er |By default, the scheduler spreads instances across all hosts evenly. Set

FAULT] theram wei ght _nul ti pl i er option to a negative number if you
prefer stacking instead of spreading. Use a floating-point value.

[DE- schedul er _host _subset | Nemneinstances are scheduled on a host that is chosen randomly from a

FAULT] subset of the N best hosts. This property defines the subset size from
which a host is chosen. A value of 1 chooses the first host returned
by the weighting functions. This value must be at least 1. A value less
than 1 isignored, and 1 is used instead. Use an integer value.

[DE- schedul er _wei ght _cl assBefaults to nova. schedul er. wei ghts. al | _wei gher s, which se-

FAULT] lects the RamWeigher and MetricsWeigher. Hosts are then weighted
and sorted with the largest weight winning.

[metrics] |[wei ght _mul tiplier Multiplier for weighting meters. Use a floating-point value.
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Section Option Description

[metrics] |[wei ght _setting Determines how meters are weighted. Use a comma-separated list of

metricName=ratio. For example: "name1=1.0, name2=-1.0" results in:
nanel.value * 1.0 + nane2.value * -1.0

[metrics] |required Specifies how to treat unavailable meters:

* True—Raises an exception. To avoid the raised exception, you should
use the scheduler filter Met ri cFi | t er to filter out hosts with un-
available meters.

* False—Treated as a negative factor in the weighting process (uses
the wei ght _of _unavai | abl e option).

[metrics] |wei ght _of _unavai | abl e|Ifrequi r ed is set to False, and any one of the meters set by
wei ght _set ti ng is unavailable, the wei ght _of _unavai | abl e
value is returned to the scheduler.

For example:

[ DEFAULT]

schedul er _host _subset _size = 1

schedul er _wei ght _cl asses = nova. schedul er. wei ghts. al | _wei ghers
ramwei ght _nultiplier = 1.0

[metrics]

weight _rmultiplier = 1.0

wei ght _setting = namel=1.0, nanme2=-1.0

required = fal se

wei ght _of _unavai |l abl e = -10000. 0

Table 3.10. Cell weighting options

Section Option Description
[cells] mut e_wei ght _nmul ti pl i ef Multiplier to weight mute children (hosts which have not sent capacity
or capacity updates for some time). Use a negative, floating-point val-
ue.
[cells] mut e_wei ght _val ue Weight value assigned to mute children. Use a positive, float-
(deprecated) ing-point value with a maximum of '1.0". This option is deprecated, use

mut e_wei ght _nul ti pli er instead.

[cells] of f set _wei ght _mul ti pl i Btultiplier to weight cells, so you can specify a preferred cell. Use a
floating point value.

[cells] ram wei ght _nmul ti pli er |By default, the scheduler spreads instances across all cells evenly. Set
theram wei ght _nul ti pli er option to a negative number if you
prefer stacking instead of spreading. Use a floating-point value.

[cells] schedul er _wei ght _cl assbsfaults to nova. cel | s. wei ght s. al | _wei gher s, which maps to
all cell weighers included with Compute. Cells are then weighted and
sorted with the largest weight winning.

For example:

[cells]

schedul er _wei ght _cl asses = nova. cel | s. wei ghts. al | _wei ghers
mute_weight_multiplier = -10.0

ramwei ght_nmultiplier = 1.0
of fset_weight multiplier = 1.0

Chance scheduler

As an administrator, you work with the filter scheduler. However, the Compute service also
uses the Chance Scheduler, nova. schedul er. chance. ChanceSchedul er, which ran-
domly selects from lists of filtered hosts.
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Host aggregates and availability zones

Host aggregates are a mechanism for partitioning hosts in an OpenStack cloud, or a region
of an OpenStack cloud, based on arbitrary characteristics. Examples where an administra-
tor may want to do this include where a group of hosts have additional hardware or per-
formance characteristics.

Host aggregates are not explicitly exposed to users. Instead administrators map flavors

to host aggregates. Administrators do this by setting metadata on a host aggregate, and
matching flavor extra specifications. The scheduler then endeavors to match user requests
for instance of the given flavor to a host aggregate with the same key-value pair in its
metadata. Compute nodes can be in more than one host aggregate.

Administrators are able to optionally expose a host aggregate as an availability zone. Avail-
ability zones are different from host aggregates in that they are explicitly exposed to the
user, and hosts can only be in a single availability zone. Administrators can configure a de-
fault availability zone where instances will be scheduled when the user fails to specify one.

Command-line interface

The nova command-line tool supports the following aggregate-related commands.

nova aggregate-list

nova aggregate-create <nane>
[avail ability-zone]

nova aggregate-delete <i d>
nova aggregate-details <i d>

nova aggregate-add-host <i d>
<host >

nova aggregate-remove-host
<i d> <host >

nova aggregate-set-meta-
data <i d> <key=val ue>
[<key=val ue>...]

nova aggregate-up-
date <i d> <nane>
[<avai l ability_zone>]

Print a list of all aggregates.

Create a new aggregate named <nane>, and optional-
ly in availability zone [ avai | abi |l i ty-zone] if spec-
ified. The command returns the ID of the newly creat-
ed aggregate. Hosts can be made available to multiple
host aggregates. Be careful when adding a host to an
additional host aggregate when the host is also in an
availability zone. Pay attention when using the aggre-
gate-set-metadata and aggregate-update commands
to avoid user confusion when they boot instances in dif-
ferent availability zones. An error occurs if you cannot
add a particular host to an aggregate zone for which it
is not intended.

Delete an aggregate with id <i d>.
Show details of the aggregate with id <i d>.

Add host with name <host > to aggregate with id
<i d>.

Remove the host with name <host > from the aggre-
gate with id <i d>.

Add or update metadata (key-value pairs) associated
with the aggregate with id <i d>.

Update the name and availability zone (optional) for
the aggregate.
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nova host-list List all hosts by service.

nova host-update —mainte- Put/resume host into/from maintenance.

nance [enable | disable]

3 Note
Only administrators can access these commands. If you try to use these com-
mands and the user name and tenant that you use to access the Compute ser-
vice do not have the adni n role or the appropriate privileges, these errors oc-
cur:

ERROR: Policy doesn't allow conpute_extension: aggregates to be
performed. (HTTP 403) (Request-ID: req-299fbff6-6729-4cef-93b2-
e7elf 96b4864)

ERROR: Policy doesn't allow conpute_extension: hosts to be perforned.
(HTTP 403) (Request-1D: req-ef2400f6-6776-4ea3-b6f 1- 7704085c27d1)

Configure scheduler to support host aggregates

One common use case for host aggregates is when you want to support scheduling in-
stances to a subset of compute hosts because they have a specific capability. For example,
you may want to allow users to request compute hosts that have SSD drives if they need ac-
cess to faster disk I/0, or access to compute hosts that have GPU cards to take advantage
of GPU-accelerated code.

To configure the scheduler to support host aggregates, the

schedul er _default_filters configuration option must contain the Aggr egat el n-
st anceExt raSpecskFi | t er in addition to the other filters used by the scheduler. Add
the following line to / et ¢/ nova/ nova. conf on the host that runs the nova- sched-

ul er service to enable host aggregates filtering, as well as the other filters that are typical-
ly enabled:

schedul er _default_filters=Aggregatel nstanceExtraSpecsFilter, RetryFilter,

Avai |l abi lityZoneFil ter, RanFil ter, Conput eFi | t er, Conput eCapabi litiesFilter,
I magePropertiesFilter, Server G oupAnti AffinityFilter, Server GroupAffinityFilter

Example: Specify compute hosts with SSDs

This example configures the Compute service to enable users to request nodes that have
solid-state drives (SSDs). You create a f ast - i 0 host aggregate in the nova availabili-
ty zone and you add the ssd=t r ue key-value pair to the aggregate. Then, you add the
nodel, and node2 compute nodes to it.

$ nova aggregate-create fast-i o nova

ffococdfscccooooo decccoooocoocoooooos ffmcoocoo ecocoooooe +
| 1d | Name | Availability Zone | Hosts | Metadata |

e coodbsccoocooo feccccc-scooccoocoooe dmcooc=-= fooccocooo= +

| 1 fast-io | nova | | |

o coodfcccoooooo decccoccscooccoocoooe dmcococo= fooccooooas +

$ nova aggregate-set-netadata 1 ssd=true

- coodbeccooooos f-ccccc-scooccoocoooe dmcooc=-= feccccccsscoocoocooo +
| 1d | Narme | Availability Zone | Hosts | Metadata |
ffoooodmoocaooas doococcoococooncoooonac focoocas doococococccononcoooan +
| 1 | fast-io | nova | T[] | {u'ssd' : u'true'} |
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N R oo S oo +
| 1d | Name | Availability Zone | Hosts | Metadata |
ffoooodmoocaooas doococcoococoncoooonac foococcoccocoo foocccocococcaccnons +
| 1 | fast-io | nova | [u' nodel'] | {u'ssd': u'true'} |
ffccccdfsocc=cooc fecccoococooccoocooos ffococcooco=o-o ffecocccoccsccocooooo +

ffecccdfsocc=ooos dfecccsococooccooco=o= ffecocccoccooccocooosoooo ffecccccoocc-scoo=oooo +
| 1d | Name | Availability Zone | Hosts | Metadata

|

ffoooodmoocaooas doococcoococoncoooonac foooccoccoccccononocaooo foooccococoooocoocas
+

| 1 | fast-io | nova | [u' nodel', u'node2'] | {u'ssd: u'true'}
I

i oo odm o s oo = oo fmccccecccccoonoooo- fmcooccoccccccoooooooo= dfmcoccomccccccoooooo
+

Use the nova flavor-create command to create the ssd. | ar ge flavor called with an ID of
6, 8 GB of RAM, 80 GB root disk, and four vCPUs.

$ nova flavor-create ssd.large 6 8192 80 4

ffecoodfcoccscoo=oo dfmooccoco=o-o G oooo= Gfmooccoco=o-o G sooo= Gmooo==o dfecccscosooocoo
S +

| 1D | Name | Menory_MB | Disk | Epheneral | Swap | VCPUs | RXTX Factor |
I's_Public |

e S 4eeen-- R S S 4eceanan .
ffccocczoc===o +

| 6 | ssd.large | 8192 | 80 | O | 4 | 1.0

True [

ffecoodfcoccscoo=oo dfmooccoco=o-o G oooo= Gfmooccoco=o-o G sooo= Gmooo==o dfecccscosooocoo
S +

Once the flavor is created, specify one or more key-value pairs that match the key-value
pairs on the host aggregates with scope aggregate_instance_extra_specs. In this case, that
is the aggr egat e_i nst ance_ext ra_specs: ssd=t r ue key-value pair. Setting a key-
value pair on a flavor is done using the nova flavor-key command.

$ nova flavor-key ssd.|large set aggregate_instance_extra_specs: ssd=true

Once it is set, you should see the ext r a_specs property of the ssd. | ar ge flavor popu-
lated with a key of ssd and a corresponding value of t r ue.

$ nova fl avor-show ssd. | arge

e
S +
| Property | Val ue

I
S RS
flccocccocc-ccoc-occcoccooococooccooocSooocoocoooooos +
| OS- FLV- DI SABLED: di sabl ed | Fal se

I
| OS- FLV- EXT- DATA: epheneral | O

I
| disk | 80

I
| extra_specs | {u' aggregate_instance_extra_specs: ssd':

u'true'} |
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| id | 6
|
| nane | ssd.large

| os-flavor-access:is_public | True

| ram | 8192
I
| rxtx_factor | 1.0
I
| swap [
I
| vcpus | 4
I
o e e e e e e e e e e e e e e e e m i — - =
flccocccocc-ccoc-occcoccooococooccooocSooocoocoooooos +

Now, when a user requests an instance with the ssd. | ar ge flavor, the scheduler only
considers hosts with the ssd=t r ue key-value pair. In this example, these are nodel and
node2.

XenServer hypervisor pools to support live migration

When using the XenAPI-based hypervisor, the Compute service uses host aggregates to
manage XenServer Resource pools, which are used in supporting live migration.

Configuration reference

To customize the Compute scheduler, use the configuration option settings documented in
Table 3.52, “Description of scheduler configuration options” [309].

Cells functionality enables you to scale an OpenStack Compute cloud in a more distributed
fashion without having to use complicated technologies like database and message queue
clustering. It supports very large deployments.

When this functionality is enabled, the hosts in an OpenStack Compute cloud are par-
titioned into groups called cells. Cells are configured as a tree. The top-level cell should
have a host that runs a nova- api service, but no nova- conput e services. Each child cell
should run all of the typical nova- * services in a regular Compute cloud except for no-
va- api . You can think of cells as a normal Compute deployment in that each cell has its
own database server and message queue broker.

The nova- cel | s service handles communication between cells and selects cells for new
instances. This service is required for every cell. Communication between cells is pluggable,
and currently the only option is communication through RPC.

Cells scheduling is separate from host scheduling. nova- cel | s first picks a cell. Once a cell
is selected and the new build request reaches its nova- cel | s service, it is sent over to the
host scheduler in that cell and the build proceeds as it would have without cells.

O Warning
Cell functionality is currently considered experimental.
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Cell configuration options

Cells are disabled by default. All cell-related configuration options appear in the [ cel | s]
section in nova. conf . The following cell-related options are currently supported:

enabl e

nanme

capabilities

cal | _timeout

schedul er _filter cl asses

schedul er _wei ght _cl asses

ramwei ght _nul tiplier

Set to Tr ue to turn on cell functionality. Default is
fal se.

Name of the current cell. Must be unique for each cell.

List of arbitrary key=val ue pairs defining ca-
pabilities of the current cell. Values include
hyper vi sor =xenserver ; kvm os=l i nux; wi ndows.

How long in seconds to wait for replies from calls be-
tween cells.

Filter classes that the cells scheduler should use. By de-
fault, uses "nova. cel l s. filters.all _filters"to
map to all cells filters included with Compute.

Weight classes that the scheduler for cells uses. By de-
fault, uses nova. cel I s. wei ghts. al | _wei ghers
to map to all cells weight algorithms included with Com-
pute.

Multiplier used to weight RAM. Negative numbers in-

dicate that Compute should stack VMs on one host in-
stead of spreading out new VMs to more hosts in the

cell. The default value is 10.0.

Configure the API (top-level) cell

The cell type must be changed in the API cell so that requests can be proxied through no-
va-cells down to the correct cell properly. Edit the nova. conf file in the API cell, and speci-

fy api inthecel | _type key:

[ DEFAULT]

conput e_api _cl ass=nova. conput e. cel | s_api . Conput eCel | sSAPI

[cell s]
cell _type= api

Configure the child cells

Edit the nova. conf file in the child cells, and specify conput e in the cel | _t ype key:

[ DEFAULT]

# Di sabl e quota checking in child cells. Let APl cell do it exclusively.
quot a_dri ver =nova. quot a. NoopQuot aDri ver

[cell s]
cell _type = conpute
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Configure the database in each cell

Before bringing the services online, the database in each cell needs to be configured with
information about related cells. In particular, the API cell needs to know about its immedi-
ate children, and the child cells must know about their immediate agents. The information
needed is the RabbitMQ server credentials for the particular cell.

Use the nova-manage cell create command to add this information to the database in each
cell:

# nova- manage cell create -h

Opt i ons:
-h, --help show this hel p nessage and exit
- - nane=<nane> Nane for the new cel
--cel | _type=<parent|chil d>

Whet her the cell is a parent or child
- - user name=<user nane>
Usernane for the nessage broker in this cell
- - passwor d=<passwor d>
Password for the nessage broker in this cell
- - host nane=<host nane>
Address of the message broker in this cel
- - por t =<nunber > Port nunber of the nessage broker in this cell
--virtual _host=<virtual _host>
The virtual host of the message broker in this cel
- -wof f set =<f | oat >
(wei ght offset) It might be used by sone cell
schedul i ng code in the future
--wscal e=<f| oat >
(wei ght scale) It might be used by some cell
schedul i ng code in the future

As an example, assume an API cell named api and a child cell named cel | 1.

Within the api cell, specify the following RabbitMQ server information:

rabbit host=10.0.0. 10

rabbi t _port=5672

rabbi t _user nane=api _user

rabbi t _passwor d=api _passwd
rabbi t_virtual _host=api _vhost

Within the cel | 1 child cell, specify the following RabbitMQ server information:

rabbit _host=10.0. 1. 10

rabbi t _port=5673

rabbi t _user name=cel | 1_user
rabbi t _password=cel | 1_passwd
rabbi t_virtual _host=cel | 1_vhost

You can run this in the API cell as root:

# nova- nanage cell create --nane celll --cell _type child \
--usernanme cell 1l user --password celll passwd --hostnane 10.0.1.10 \
--port 5673 --virtual _host cell1_vhost --woffset 1.0 --wscale 1.0

Repeat the previous steps for all child cells.

In the child cell, run the following, as root:
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# nova- manage cell create --nane api --cell_type parent \
--username api_user --password api _passwd --hostnane 10.0.0.10 \
--port 5672 --virtual host api_vhost --woffset 1.0 --wscale 1.0

To customize the Compute cells, use the configuration option settings documented in Ta-
ble 3.19, “Description of cell configuration options” [289].

Cell scheduling configuration

To determine the best cell to use to launch a new instance, Compute uses a set of filters
and weights defined in the / et ¢/ nova/ nova. conf file. The following options are avail-
able to prioritize cells for scheduling:

schedul er _filter_classes List of filter classes. By default
nova.cells.filters.all _filtersisspecified,
which maps to all cells filters included with Compute
(see the section called “Filters” [258]).

schedul er _wei ght _cl asses List of weight classes. By default
nova. cel | s. wei ght s. al | _wei gher s is specified,
which maps to all cell weight algorithms included with
Compute. The following modules are available:

e mut e_chi | d. Downgrades the likelihood of child
cells being chosen for scheduling requests, which
haven't sent capacity or capability updates in a while.
Options include mut e_wei ght _nul ti pl i er (multi-
plier for mute children; value should be negative) and
mut e_wei ght _val ue (assigned to mute children;
should be a positive value).

o Warning

The mut e_wei ght _val ue is deprecat-
ed, usemut e_wei ght _rmul tiplier in-
stead.

e ram by _instance_type. Select cells with the most
RAM capacity for the instance type being requested.
Because higher weights win, Compute returns the
number of available units for the instance type re-
quested. Theram wei ght _mul ti pl i er option de-
faults to 10.0 that adds to the weight by a factor of
10. Use a negative number to stack VMs on one host
instead of spreading out new VMs to more hosts in
the cell.

wei ght _of f set . Allows modifying the database to
weight a particular cell. You can use this when you
want to disable a cell (for example, '0'), or to set a de-
fault cell by making its weight_offset very high (for
example, '999999999999999'). The highest weight will
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be the first cell to be scheduled for launching an in-
stance.

Additionally, the following options are available for the cell scheduler:

schedul er _retries Specifies how many times the scheduler tries to launch a
new instance when no cells are available (default=10).

schedul er _retry_del ay Specifies the delay (in seconds) between retries (default=2).

As an admin user, you can also add a filter that directs builds to

a particular cell. The pol i cy. j son file must have a line with

"cells_scheduler filter:TargetCellFilter"” : "is_adm n: True" toletan
admin user specify a scheduler hint to direct a build to a particular cell.

Optional cell configuration

Cells store all inter-cell communication data, including user names and passwords,

in the database. Because the cells data is not updated very frequently, use the

[cell s]cel |l s_confi g option to specify a JSON file to store cells data. With this config-
uration, the database is no longer consulted when reloading the cells data. The file must
have columns present in the Cell model (excluding common database fields and the i d col-
umn). You must specify the queue connection information through atransport _url
field, instead of user nane, passwor d, and so on. Thetransport _ur|l has the following
form:

r abbi t : / / USERNAMVE: PASSWORD@HOSTNANE: PORT/ VI RTUAL_HOST

The scheme can be either qpi d or r abbi t, as shown previously. The following sample
shows this optional configuration:

{

"parent": {
"nanme": "parent",
"api _url": "http://api.exanple.com8774",
"transport_url": "rabbit://rabbit.exanple.cont,
"wei ght _offset": 0.0,
"wei ght _scale": 1.0,
"is_parent": true

)

"cell1": {
"nanme": "cell 1",
"api _url": "http://api.exanple.com8774",
"transport_url": "rabbit://rabbitl. exanpl e. cont,
"wei ght _offset": 0.0,
"wei ght _scale": 1.0,
"is_parent": fal se

)

"cell2": {
"nanme": "cell 2",
"api _url": "http://api.exanple.com8774",
"transport_url": "rabbit://rabbit2. exanpl e.cont,
"wei ght _offset": 0.0,
"wei ght _scale": 1.0,
"is_parent": fal se

}

}
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Conductor

The nova- conduct or service enables OpenStack to function without compute nodes
accessing the database. Conceptually, it implements a new layer on top of nova- com

put e. It should not be deployed on compute nodes, or else the security benefits of remov-
ing database access from nova- conput e are negated. Just like other nova services such as
nova- api or nova-scheduler, it can be scaled horizontally. You can run multiple instances
of nova- conduct or on different machines as needed for scaling purposes.

The methods exposed by nova- conduct or are relatively simple methods used by no-

va- conput e to offload its database operations. Places where nova- conput e previously
performed database access are now talking to nova- conduct or . However, we have plans
in the medium to long term to move more and more of what is currently in nova- com

put e up to the nova- conduct or layer. The Compute service will start to look like a less
intelligent slave service to nova- conduct or . The conductor service will implement long
running complex operations, ensuring forward progress and graceful error handling. This
will be especially beneficial for operations that cross multiple compute nodes, such as mi-
grations or resizes.

To customize the Conductor, use the configuration option settings documented in Ta-
ble 3.22, "Description of conductor configuration options” [292].

Example nova. conf configuration files

The following sections describe the configuration options in the nova. conf file. You must
copy the nova. conf file to each compute node. The sample nova. conf files show exam-
ples of specific configurations.

Small, private cloud

This example nova. conf file configures a small private cloud with cloud controller services,
database server, and messaging server on the same server. In this case, CONTROLLER_IP
represents the IP address of a central server, BRIDGE_INTERFACE represents the bridge
such as br100, the NETWORK_INTERFACE represents an interface to your VLAN setup,

and passwords are represented as DB_PASSWORD_COMPUTE for your Compute (nova)
database password, and RABBIT PASSWORD represents the password to your message
queue installation.

[ DEFAULT]

# LOGS/ STATE

ver bose=Tr ue

| ogdi r=/var /| og/ nova
state_path=/var/lib/ nova

| ock_pat h=/var/| ock/ nova

r oot wr ap_confi g=/ et ¢/ nova/ r oot wr ap. conf

# SCHEDULER
conput e_schedul er _dri ver=nova. schedul er.filter_schedul er. Filter Schedul er

# VOLUVES
# configured in cinder.conf

# COVPUTE
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conpute_driver=libvirt.LibvirtDriver
i nstance_nane_t enpl at e=i nst ance- %98x
api _paste_config=/etc/noval api - paste.in

# COWUTE/ API S: if you have separate configs for separate services
# this flag is required for both nova-api and nova-conpute
all ow resi ze to_same_host =True

# APl S

osapi _conput e_ext ensi on=nova. api . openst ack. conput e. contri b. st andar d_ext ensi ons
ec2_dnz_host =192. 168. 206. 130

s3_host =192. 168. 206. 130

# RABBI TMQ
rabbit _host=192. 168. 206. 130

# GLANCE
i mage_servi ce=nova. i mage. gl ance. @ ancel nageSer vi ce

# NETWORK

net wor k_manager =nova. net wor k. manager . Fl at DHCPManager
force_dhcp_rel ease=True

dhcpbri dge_fl agfil e=/ et c/ noval/ nova. conf

firewal | _driver=nova.virt.libvirt.firewall.IptablesFirewallDriver
# Change ny_ip to match each host

nmy_i p=192. 168. 206. 130

public_interface=ethO

vl an_i nt erface=et hO

flat_network_bridge=br100

flat_interface=ethO

# NOVNC CONSCOLE

novncpr oxy_base_url =http://192. 168. 206. 130: 6080/ vnc_aut 0. ht ni

# Change vncserver_proxyclient _address and vncserver _|isten to match each
conput e host

vncserver _proxyclient_address=192. 168. 206. 130

vncserver _|isten=192. 168. 206. 130

# AUTHENTI CATI ON

aut h_str at egy=keyst one

[ keyst one_aut ht oken]

auth_host = 127.0.0.1

aut h_port = 35357

aut h_protocol = http

adm n_t enant _name = service

adm n_user = nova

adm n_password = nova

signi ng_di rnane = /tnp/ keyst one-si gni ng- nova

# GLANCE
[ gl ance]
api _servers=192. 168. 206. 130: 9292

# DATABASE
[ dat abase]
connect i on=nysql : // nova: your passwor d@92. 168. 206. 130/ nova

# LI BVI RT
[libvirt]
virt_type=genu
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KVM, Flat, MySQL, and Glance, OpenStack or EC2 API

This example nova. conf file, from an internal Rackspace test system, is used for demon-
strations.

[ DEFAULT]

# LOGS/ STATE

ver bose=Tr ue

| ogdi r=/var/| og/ nova
state_path=/var/lib/ nova

| ock_pat h=/var/| ock/ nova

root wr ap_confi g=/ et ¢/ nova/ r oot wr ap. conf

# SCHEDULER
conput e_schedul er _dri ver=nova. schedul er.filter_schedul er. Filter Schedul er

# VOLUMES
# configured in cinder.conf

# COWPUTE
conpute_driver=libvirt.LibvirtDriver

i nst ance_nane_t enpl at e=i nst ance- %98x

api _paste_confi g=/etc/ noval api - paste.ini

# COWUTE/ APl S: if you have separate configs for separate services
# this flag is required for both nova-api and nova- conpute
al l ow resi ze_to_sanme_host =True

# API S

osapi _conput e_ext ensi on=nova. api . openst ack. conput e. contri b. st andar d_ext ensi ons
ec2 _dnez_host =192. 168. 206. 130

s3_host =192. 168. 206. 130

# RABBI TMQ
rabbi t _host =192. 168. 206. 130

# GLANCE
i mage_servi ce=nova. i nage. gl ance. @ ancel mageSer vi ce

# NETWORK

net wor k_nmanager =nova. net wor k. manager . Fl at DHCPManager
force_dhcp_rel ease=True

dhcpbri dge_fl agfil e=/ et c/ noval nova. conf

firewal | _driver=nova.virt.libvirt.firewall.I|ptablesFirewallDriver
# Change ny_ip to match each host

ny_i p=192. 168. 206. 130

publ i c_interface=ethO

vl an_i nt erface=et hO

flat_network_bri dge=br 100

flat_interface=ethO

# NOVNC CONSOLE

novncpr oxy_base_url =http://192. 168. 206. 130: 6080/ vnc_aut 0. ht m

# Change vncserver_proxyclient_address and vncserver_|listen to match each
conput e host

vncserver _proxyclient_address=192. 168. 206. 130

vncserver_|isten=192. 168. 206. 130
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# AUTHENTI CATI ON

aut h_str at egy=keyst one

[ keyst one_aut ht oken]

aut h_host = 127.0.0.1

aut h_port = 35357

aut h_protocol = http

adm n_t enant _name = service

adm n_user = nova

adm n_password = nova

signi ng_di rname = /tnp/ keyst one-si gni ng- nova

# GLANCE
[ gl ance]
api _servers=192. 168. 206. 130: 9292

# DATABASE
[ dat abase]

connect i on=nysql : // nova: your passwor d@92. 168. 206. 130/ nova

# LI BVI RT
[libvirt]
virt_type=genu

Figure 3.4. KVM, Flat, MySQL, and Glance, OpenStack or EC2 API

NOVA-NETWORK

~dhcpbridge.flagfile=/etc/nova/nova.conf
~-dhepbridge=/usr/bin/nova-dhcpbridge

~flat_network_bridge=br100

. j
NOVA-API

I ec2_url=http://$nova_api_host:8773/services/Cloud Nova.conf

NOVA-COMPUTE
-libvirt_type=kvm i
~-ajax_console_proxy_url=$nova_ajax_proxy_url
MysQL
~-sql_c ysdl _db_user:$nova_db_p _db_f _db_name
NOVA-VOLUME

~iscsi_ip_prefix=nnn.nnn.nnn

NOVA-SCHEDULER GLANCE

~rabbit_host=$nova_rabbit_host ~image_service=nova image.glance GlancelmageService
~glance_api_servers=Snova_glance_host
~-s3_host=$nova_glance_host

—network_manager=nova.network manager. FlatManager

XenServer, Flat networking, MySQL, and Glance, OpenStack

API

This example nova. conf file is from an internal Rackspace test system.
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ver bose

nodaenon

net wor k_nmanager =nova. net wor k. nanager . Fl at Manager

i mage_servi ce=nova. i nage. gl ance. d ancel mageSer vi ce

fl at_networ k_bri dge=xenbr 0

conput e_dri ver =xenapi . XenAPI Dri ver

xenapi _connection_url =https://<XenServer |P>

Xenapi _connecti on_user nane=r oot

xenapi _connect i on_passwor d=super secr et

xenapi _i mage_upl oad_handl er =nova. vi rt. xenapi . i mage. gl ance. d anceSt ore
rescue_ti meout =86400

use_i pv6=true

# To enable flat_injected, currently only works on Debi an-based systens
flat_injected=true

i pv6_backend=account _i dentifier

ca_pat h=./ nova/ CA

# Add the following to your conf file if you're running on Ubuntu Mveri ck
xenapi _remap_vbd_dev=true

[ dat abase]
connecti on=nysql ://root: <passwor d>@27. 0. 0. 1/ nova

Figure 3.5. KVM, Flat, MySQL, and Glance, OpenStack or EC2 API

Nova.conf
e

NOVA-API
--ec2_url=http://$nova_api_host:8773/services/Cloud
--allow_admin_api=true

Y :

NOVA-COMPUTE MySQL
~-connection_type=xenapi --sql_connection=mysql://$nova_db_user:$nova_db_pass@Snova_db_host/Snova_db_name
--xenapi_connection_url=https://<XenServer IP>

--xenapi_connection_username=root

--xenapi_connection_password=supersecret

—-rescue_timeout=86400

N

NOVA-NETWORK GLANCE
--network_manager=nova.network.manager.FlatManager --image_service=nova.image glance.GlancelmageService
--flatinglworkib ridge=xenbrQ --glance_api_servers=$nova_glance_host
Alat_injected=true -s3_host=$nova_glance_host

--ipv6_backend=account_identifier
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Compute log files

The corresponding log file of each Compute service is stored in the / var / | og/ nova/ di-
rectory of the host on which each service runs.

Table 3.11. Log files used by Compute services

Log file Service name (CentOS/Fedora/open- Service name (Ubuntu/Debian)
SUSE/Red Hat Enterprise Linux/SUSE
Linux Enterprise)
api .l og openstack-nova-api nova-api
cert.log? openst ack- nova- cert nova- cert
conmput e. | og openst ack- nova- comput e nova- conput e
conductor. | og openst ack- nova- conduct or nova- conduct or
consol eaut h. | og openst ack- nova- consol eaut h nova- consol eaut h
net wor k. | ogb openst ack- nova- net wor k nova- net wor k
nova- manage. | og nova- manage nova- nanage
schedul er. | og openst ack- nova- schedul er nova- schedul er

8The X509 certificate service (openst ack- nova- cert /nova- cer t ) isonly required by the EC2 API to the Compute ser-
vice.

®The nova network service (openst ack- nova- net wor k/nova- net wor k) only runsin deployments that are not config-
ured to use the Networking service (neut r on).

Compute sample configuration files

nova.conf - configuration options

For a complete list of all available configuration options for each OpenStack Compute ser-
vice, run bin/nova-<servicename> —help.

Table 3.12. Description of API configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

api _paste_config=api-paste.ini (StrOpt) File name for the paste.deploy config for nova-api
api _rate_limt =Fal se (BoolOpt) Whether to use per-user rate limiting for the

api. This option is only used by v2 api. Rate limiting is re-
moved from v3 api.

client_socket _tineout =900 (IntOpt) Timeout for client connections' socket operations.
If an incoming connection is idle for this number of sec-
onds it will be closed. A value of '0' means wait forever.

enabl e_new _servi ces =True (BoolOpt) Services to be added to the available pool on
create

enabl ed_api s =ec2, osapi_conpute, netadata |(ListOpt) A list of APIs to enable by default

enabl ed_ssl _api s = (ListOpt) A list of APIs with enabled SSL

i nstance_nane_t enpl at e =i nst ance- %08x (StrOpt) Template string to be used to generate instance
names

max_header _| i ne =16384 (IntOpt) Maximum line size of message headers to be ac-

cepted. max_header_line may need to be increased when
using large tokens (typically those generated by the Key-
stone v3 APl with big service catalogs).
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Configuration option = Default value

Description

mul ti _i nstance_di spl ay_nane_tenpl ate =
% name) s- % count ) d

(StrOpt) When creating multiple instances with a single
request using the os-multiple-create API extension, this
template will be used to build the display name for each
instance. The benefit is that the instances end up with
different hostnames. To restore legacy behavior of ev-
ery instance having the same name, set this option to
"%(name)s". Valid keys for the template are: name, uuid,
count.

non_i nheritabl e_i mage_properties=
cache_in_nova, bittorrent

(ListOpt) These are image properties which a snapshot
should not inherit from an instance

nul I _kernel =nokernel

(StrOpt) Kernel image that indicates not to use a kernel,
but to use a raw disk image instead

osapi _conpute_ext _|ist =

(ListOpt) Specify list of extensions to load when
using osapi_compute_extension option with
nova.api.openstack.compute.contrib.select_extensions

osapi _conput e_ext ensi on =
[" nova. api . openst ack. conput e. contri b. st anda

(MultiStrOpt) osapi compute extension to load
d_ext ensi ons']

osapi _conput e_l i nk_prefix=None

(StrOpt) Base URL that will be presented to users in links
to the OpenStack Compute API

osapi _conpute_listen=0.0.0.0

(StrOpt) The IP address on which the OpenStack API will
listen.

osapi _conpute_listen_port =8774

(IntOpt) The port on which the OpenStack API will listen.

osapi _conput e_wor ker s =None

(IntOpt) Number of workers for OpenStack API service.
The default will be the number of CPUs available.

osapi _hi de_server _address_states =buil di ng

(ListOpt) List of instance states that should hide network
info

servi cegroup_driver =db

(StrOpt) The driver for servicegroup service (valid options
are: db, zk, mc)

snapshot _nane_t enpl at e =snapshot - %

(StrOpt) Template string to be used to generate snapshot
names

t cp_keepi dl e =600

(IntOpt) Sets the value of TCP_KEEPIDLE in seconds for
each server socket. Not supported on OS X.

use_forwarded_for =Fal se

(BoolOpt) Treat X-Forwarded-For as the canonical remote
address. Only enable this if you have a sanitizing proxy.

wsgi _defaul t _pool _si ze=1000

(IntOpt) Size of the pool of greenthreads used by wsgi

wsgi _keep_alive=True

(BoolOpt) If False, closes the client socket connection ex-
plicitly.

wsgi _log_format =% client_ip)s

"o request _|ine)s" status:

% status_code)s len: % body_length)s tine:
% wal | _seconds) . 7f

(StrOpt) A python format string that is used as the tem-
plate to generate log lines. The following values can

be formatted into it: client_ip, date_time, request_line,
status_code, body_length, wall_seconds.

Table 3.13. Description of API v3 configuration options

Configuration option = Default value

‘ Description

[osapi_v3]

enabl ed =Fal se

(BoolOpt) Whether the V3 API is enabled or not

ext ensi ons_bl ackl i st

(ListOpt) A list of v3 API extensions to never load. Specify
the extension aliases here.

extensi ons_whiteli st

(ListOpt) If the list is not empty then a v3 API extension
will only be loaded if it exists in this list. Specify the exten-
sion aliases here.

285



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer-

ence

July 1, 2015

liberty

Table 3.14. Description of authentication configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

aut h_strat egy =keyst one

(StrOpt) The strategy to use for auth: keystone, noauth
(deprecated), or noauth2. Both noauth and noauth2 are
designed for testing only, as they do no actual credential
checking. noauth provides administrative credentials re-
gardless of the passed in user, noauth2 only does if 'admin'
is specified as the username.

Table 3.15. Description of authorization token configuration options

Configuration option = Default value

‘ Description

[keystone_authtoken]

adm n_passwor d = None

(StrOpt) Service user password.

admi n_t enant _nane =adnin

(StrOpt) Service tenant name.

admi n_t oken = None

(StrOpt) This option is deprecated and may be removed
in a future release. Single shared secret with the Keystone
configuration used for bootstrapping a Keystone instal-
lation, or otherwise bypassing the normal authentication
process. This option should not be used, use “admin_user’
and “admin_password" instead.

adm n_user =None

(StrOpt) Service username.

auth_adm n_prefix=

(StrOpt) Prefix to prepend at the beginning of the path.
Deprecated, use identity_uri.

aut h_host =127.0.0.1

(StrOpt) Host providing the admin Identity APl endpoint.
Deprecated, use identity_uri.

aut h_pl ugi n = None

(StrOpt) Name of the plugin to load

aut h_port =35357

(IntOpt) Port of the admin Identity APl endpoint. Depre-
cated, use identity_uri.

aut h_protocol =https

(StrOpt) Protocol of the admin Identity APl endpoint (http
or https). Deprecated, use identity_uri.

aut h_secti on=None

(StrOpt) Config Section from which to load plugin specific
options

aut h_uri =None

(StrOpt) Complete public Identity API endpoint.

aut h_ver si on =None

(StrOpt) API version of the admin Identity APl endpoint.

cache = None

(StrOpt) Env key for the swift cache.

cafil e=None

(StrOpt) A PEM encoded Certificate Authority to use when
verifying HTTPs connections. Defaults to system CAs.

certfil e=None

(StrOpt) Required if identity server requires client certifi-
cate

check_revocations_for_cached=Fal se

(BoolOpt) If true, the revocation list will be checked for
cached tokens. This requires that PKI tokens are config-
ured on the identity server.

del ay_aut h_deci si on =Fal se

(BoolOpt) Do not handle authorization requests within
the middleware, but delegate the authorization decision
to downstream WSGI components.

enf orce_t oken_bi nd =per m ssi ve

(StrOpt) Used to control the use and type of token bind-
ing. Can be set to: "disabled" to not check token binding.
"permissive" (default) to validate binding information if
the bind type is of a form known to the server and ignore
it if not. "strict" like "permissive" but if the bind type is un-
known the token will be rejected. "required" any form of
token binding is needed to be allowed. Finally the name of
a binding method that must be present in tokens.
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Configuration option = Default value

Description

hash_al gori t hns =nd5

(ListOpt) Hash algorithms to use for hashing PKI tokens.
This may be a single algorithm or multiple. The algorithms
are those supported by Python standard hashlib.new().
The hashes will be tried in the order given, so put the pre-
ferred one first for performance. The result of the first
hash will be stored in the cache. This will typically be set to
multiple values only while migrating from a less secure al-
gorithm to a more secure one. Once all the old tokens are
expired this option should be set to a single value for bet-
ter performance.

http_connect _ti neout =None

(IntOpt) Request timeout value for communicating with
Identity API server.

http_request _max_retries=3

(IntOpt) How many times are we trying to reconnect
when communicating with Identity API Server.

identity_uri =None

(StrOpt) Complete admin Identity APl endpoint. This
should specify the unversioned root endpoint e.g. https://
localhost:35357/

i ncl ude_servi ce_cat al og=True

(BoolOpt) (Optional) Indicate whether to set the X-Ser-
vice-Catalog header. If False, middleware will not ask for
service catalog on token validation and will not set the X-
Service-Catalog header.

i nsecur e =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e=None

(StrOpt) Required if identity server requires client certifi-
cate

nmencache_pool _conn_get _ti neout =10

(IntOpt) (Optional) Number of seconds that an operation
will wait to get a memcache client connection from the
pool.

nmencache_pool _dead_retry =300

(IntOpt) (Optional) Number of seconds memcached server
is considered dead before it is tried again.

nencache_pool _maxsi ze =10

(IntOpt) (Optional) Maximum total number of open con-
nections to every memcached server.

nmencache_pool _socket tineout =3

(IntOpt) (Optional) Socket timeout in seconds for commu-
nicating with a memcache server.

nmencache_pool _unused_ti meout =60

(IntOpt) (Optional) Number of seconds a connection to
memcached is held unused in the pool before it is closed.

nmencache_secr et _key = None

(StrOpt) (Optional, mandatory if
memcache_security_strategy is defined) This string is used
for key derivation.

nenctache_security_strategy = None

(StrOpt) (Optional) If defined, indicate whether token da-
ta should be authenticated or authenticated and encrypt-
ed. Acceptable values are MAC or ENCRYPT. If MAC, to-
ken data is authenticated (with HMAC) in the cache. If EN-
CRYPT, token data is encrypted and authenticated in the
cache. If the value is not one of these options or empty,
auth_token will raise an exception on initialization.

nmencache_use_advanced_pool =Fal se

(BoolOpt) (Optional) Use the advanced (eventlet safe)
memcache client pool. The advanced pool will only work
under python 2.x.

revocation_cache_tinme =10

(IntOpt) Determines the frequency at which the list of
revoked tokens is retrieved from the Identity service (in
seconds). A high number of revocation events combined
with a low cache duration may significantly reduce perfor-
mance.

si gni ng_di r = None

(StrOpt) Directory used to cache files related to PKI to-
kens.

t oken_cache_ti ne =300

(IntOpt) In order to prevent excessive effort spent validat-
ing tokens, the middleware caches previously-seen tokens
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Configuration option = Default value

Description

for a configurable duration (in seconds). Set to -1 to dis-
able caching completely.

Table 3.16. Description of availability zones configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

default _availability_zone=nova

(StrOpt) Default compute node availability_zone

def aul t _schedul e_zone =None

(StrOpt) Availability zone to use when user doesn't specify
one

internal _service_availability_zone=inter-
nal

(StrOpt) The availability_zone to show internal services un-
der

Table 3.17. Description of Barbican configuration options

Configuration option = Default value

‘ Description

[barbican]

cafil e=None

(StrOpt) PEM encoded Certificate Authority to use when
verifying HTTPs connections.

cat al og_i nf o =key- manager : bar bi can: public

(StrOpt) Info to match when looking for barbican in the
service catalog. Format is: separated values of the form:
<service_type>:<service_name>:<endpoint_type>

certfil e=None

(StrOpt) PEM encoded client certificate cert file

endpoi nt _t enpl at e = None

(StrOpt) Override service catalog lookup with template
for barbican endpoint e.g. http://localhost:9311/v1/
%(project_id)s

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e =None

(StrOpt) PEM encoded client certificate key file

0s_regi on_nane = None

(StrOpt) Region name of this node

ti meout =None

(IntOpt) Timeout value for http requests

Table 3.18. Description of CA and SSL configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

ca_file=cacert.pem

(StrOpt) Filename of root CA

ca_pat h=%st ate_pat h/ CA

(StrOpt) Where we keep our root CA

cert =sel f.pem

(StrOpt) SSL certificate file

cert_manager =nova. cert. manager. Cert Manager

(StrOpt) Full class name for the Manager for cert

cert_topic=cert

(StrOpt) The topic cert nodes listen on

crl_file=crl.pem

(StrOpt) Filename of root Certificate Revocation List

key_file=private/cakey. pem

(StrOpt) Filename of private key

keys_pat h =$st at e_pat h/ keys

(StrOpt) Where we keep our keys

project_cert_subject =/ C=US/ ST=Cal i f or ni a/
O=CpenSt ack/ OU=NovaDev/ CN=pr 0j ect - ca-
% 16s- %

(StrOpt) Subject for certificate for projects, %s for project,
timestamp

ssl _ca_fil e=None

(StrOpt) CA certificate file to use to verify connecting
clients

ssl _cert _file=None

(StrOpt) SSL certificate of API server

ssl _key_fil e=None

(StrOpt) SSL private key of API server

use_proj ect_ca=Fal se

(BoolOpt) Should we use a CA for each project?
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user _cert_subj ect =/ C=US/ ST=Cal i f or ni a/
O=CpensSt ack/ OU=NovaDev/ CN=% 16s- % 16s- %

(StrOpt) Subject for certificate for users, %s for project, us-
er, timestamp

[ssl]

ca_fil e=None

(StrOpt) CA certificate file to use to verify connecting
clients.

cert _file=None

(StrOpt) Certificate file to use when starting the server se-
curely.

key_fil e=None

(StrOpt) Private key file to use when starting the server se-
curely.

Table 3.19. Description of cell configuration options

Configuration option = Default value

‘ Description

[cells]

call _tinmeout =60

(IntOpt) Seconds to wait for response from a call to a cell.

capabi | i ti es =hypervi sor=xenserver; kvm
os=l i nux; wi ndows

(ListOpt) Key/Multi-value list with the capabilities of the
cell

cell _type=conpute

(StrOpt) Type of cell: api or compute

cel I s_config=None

(StrOpt) Configuration file from which to read cells con-
figuration. If given, overrides reading cells from the
database.

db_check_i nterval =60

(IntOpt) Interval, in seconds, for getting fresh cell informa-
tion from the database.

driver =
nova. cells.rpc_driver. Cel | sRPCDri ver

(StrOpt) Cells communication driver to use

enabl e = Fal se

(BoolOpt) Enable cell functionality

i nst ance_updat e_num i nstances =1

(IntOpt) Number of instances to update per periodic task
run

i nst ance_updat ed_at _t hr eshol d =3600

(IntOpt) Number of seconds after an instance was updat-
ed or deleted to continue to update cells

manager =nova. cel I s. manager. Cel | sManager

(StrOpt) Manager for cells

max_hop_count =10

(IntOpt) Maximum number of hops for cells routing.

mut e_chi | d_i nt erval =300

(IntOpt) Number of seconds after which a lack of capabili-
ty and capacity updates signals the child cell is to be treat-
ed as a mute.

mut e_wei ght _nul tiplier =-10.0

(FloatOpt) Multiplier used to weigh mute children. (The
value should be negative.)

nmut e_wei ght _val ue =1000. 0

(FloatOpt) Weight value assigned to mute children. (The
value should be positive.)

nanme =nova

(StrOpt) Name of this cell

of fset_weight_multiplier =1.0

(FloatOpt) Multiplier used to weigh offset weigher.

reserve_percent =10.0

(FloatOpt) Percentage of cell capacity to hold in reserve.
Affects both memory and disk utilization

topic=cells

(StrOpt) The topic cells nodes listen on

Table 3.20. Description of common configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

bi ndir =/usr/local/bin

(StrOpt) Directory where nova binaries are installed

conput e_t opi c =conput e

(StrOpt) The topic compute nodes listen on
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Description

consol e_t opi c =consol e

(StrOpt) The topic console proxy nodes listen on

consol eaut h_t opi c =consol eaut h

(StrOpt) The topic console auth proxy nodes listen on

host =1 ocal host

(StrOpt) Name of this node. This can be an opaque identi-
fier. It is not necessarily a hostname, FQDN, or IP address.
However, the node name must be valid within an AMQP
key, and if using ZeroMQ, a valid hostname, FQDN, or IP
address

nmencached_servers =None

(ListOpt) Memcached servers or None for in process cache.

ny_ip=10.0.0.1

(StrOpt) IP address of this host

notify_ api_faults=Fal se

(BoolOpt) If set, send api.fault notifications on caught ex-
ceptions in the API service.

notify_on_state_change =None

(StrOpt) If set, send compute.instance.update notifica-
tions on instance state changes. Valid values are None for
no notifications, "vm_state" for notifications on VM state
changes, or "vm_and_task_state" for notifications on VM
and task state changes.

pybasedir =/usr/1ib/python/site-pack-
ages/ nova

(StrOpt) Directory where the nova python module is in-
stalled

report _interval =10

(IntOpt) Seconds between nodes reporting state to datas-
tore

root w ap_config=/etc/ noval root w ap. conf

(StrOpt) Path to the rootwrap configuration file to use for
running commands as root

servi ce_down_ti nme =60

(IntOpt) Maximum time since last check-in for up service

stat e_pat h =$pybasedir

(StrOpt) Top-level directory for maintaining nova's state

tenpdi r =None

(StrOpt) Explicitly specify the temporary working directory

[keystone_authtoken]

nmencached_servers =None

(ListOpt) Optionally specify a list of memcached server(s)
to use for caching. If left undefined, tokens will instead be
cached in-process.

[workarounds]

destroy_after_evacuate=True

(BoolOpt) Whether to destroy instances on startup when
we suspect they have previously been evacuated. This can
result in data loss if undesired. See https://launchpad.net/
bugs/1419785

disable_libvirt_livesnapshot =True

(BoolOpt) When using libvirt 1.2.2 fails live snapshots in-
termittently under load. This config option provides mech-
anism to disable livesnapshot while this is resolved. See
https://bugs.launchpad.net/nova/+bug/1334398

di sabl e_rootw ap =Fal se

(BoolOpt) This option allows a fallback to sudo
for performance reasons. For example see https://
bugs.launchpad.net/nova/+bug/1415106

Table 3.21. Description of Compute configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

conput e_avai |l abl e_nonitors =
[" nova. conpute. monitors.all _nmonitors']

(MultiStrOpt) Monitor classes available to the compute
which may be specified more than once.

conput e_driver =None

(StrOpt) Driver to use for controlling virtualization. Op-
tions include: libvirt.LibvirtDriver, xenapi.XenAPIDriver,
fake.FakeDriver, baremetal.BareMetalDriver,
vmwareapi.VMwareVCDriver, hyperv.HyperVDriver

conput e_manager =
nova. conput e. manager . Conput eManager

(StrOpt) Full class name for the Manager for compute
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conpute_nonitors =

(ListOpt) A list of monitors that can be used for getting
compute metrics.

conput e_r esour ces =vcpu

(ListOpt) The names of the extra resources to track.

conpute_stats_cl ass =
nova. conpute. stats. Stats

(StrOpt) Class that will manage stats for the local compute
host

consol e_host =1 ocal host

(StrOpt) Console proxy host to use to connect to instances
on this host.

consol e_nmanager =
nova. consol e. manager . Consol ePr oxyManager

(StrOpt) Full class name for the Manager for console proxy

default _flavor =ni. snal |

(StrOpt) Default flavor to use for the EC2 API only. The
Nova API does not support a default flavor.

defaul t_notification_|level =INFO

(StrOpt) Default notification level for outgoing notifica-
tions

enabl e_i nst ance_password =Tr ue

(BoolOpt) Enables returning of the instance password by
the relevant server API calls such as create, rebuild or res-
cue, If the hypervisor does not support password injection
then the password returned will not be correct

heal _i nstance_i nfo_cache_i nterval =60

(IntOpt) Number of seconds between instance network in-
formation cache updates

i mage_cache_nmanager _i nt erval =2400

(IntOpt) Number of seconds to wait between runs of the
image cache manager. Set to -1 to disable. Setting this to 0
will run at the default rate.

i mage_cache_subdi rectory_nane =_base

(StrOpt) Where cached images are stored under
$instances_path. This is NOT the full path - just a folder
name. For per-compute-host cached images, set to _base_
$my_ip

i nstance_buil d_tineout =0

(IntOpt) Amount of time in seconds an instance can be in
BUILD before going into ERROR status. Set to 0 to disable.

i nstance_del ete_i nterval =300

(IntOpt) Interval in seconds for retrying failed instance file
deletes. Set to -1 to disable. Setting this to 0 will run at the
default rate.

i nst ance_usage_audi t =Fal se

(BoolOpt) Generate periodic compute.instance.exists noti-
fications

i nst ance_usage_audit _period=nonth

(StrOpt) Time period to generate instance usages for.
Time period must be hour, day, month or year

i nst ances_pat h =$st at e_pat h/ i nst ances

(StrOpt) Where instances are stored on disk

max_concurrent _buil ds =10

(IntOpt) Maximum number of instance builds to run con-
currently

maxi mum_i nstance_del ete_attenpts =5

(IntOpt) The number of times to attempt to reap an
instance's files.

reboot _tinmeout =0

(IntOpt) Automatically hard reboot an instance if it has
been stuck in a rebooting state longer than N seconds. Set
to 0 to disable.

recl ai minstance_interval =0

(IntOpt) Interval in seconds for reclaiming deleted in-
stances

rescue_tineout =0

(IntOpt) Automatically unrescue an instance after N sec-
onds. Set to 0 to disable.

resi ze_confirmw ndow=0

(IntOpt) Automatically confirm resizes after N seconds. Set
to 0 to disable.

resunme_guests_state_on_host _boot =Fal se

(BoolOpt) Whether to start guests that were running be-
fore the host rebooted

runni ng_del et ed_i nst ance_acti on=reap

(StrOpt) Action to take if a running deleted instance is de-
tected. Valid options are 'noop’, 'log’, 'shutdown’, or 'reap'.
Set to 'noop' to take no action.
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runni ng_del et ed_i nstance_pol | _i nterval = (IntOpt) Number of seconds to wait between runs of the

cleanup task.

runni ng_del et ed_i nstance_ti meout =0

(IntOpt) Number of seconds after being deleted when a
running instance should be considered eligible for cleanup.

shel ved_of fl oad_tinme=0

(IntOpt) Time in seconds before a shelved instance is eligi-
ble for removing from a host. -1 never offload, 0 offload
when shelved

shel ved_pol | _i nterval =3600

(IntOpt) Interval in seconds for polling shelved instances to
offload. Set to -1 to disable.Setting this to 0 will run at the
default rate.

shut down_ti neout =60

(IntOpt) Total amount of time to wait in seconds for an in-
stance to perform a clean shutdown.

sync_power _state_interval =600

(IntOpt) Interval to sync power states between the
database and the hypervisor. Set to -1 to disable. Setting
this to 0 will run at the default rate.

vi f_plugging_is_fatal =True

(BoolOpt) Fail instance boot if vif plugging fails

vi f _pl uggi ng_ti meout =300

(IntOpt) Number of seconds to wait for neutron vif
plugging events to arrive before continuing or failing

(see vif_plugging_is_fatal). If this is set to zero and
vif_plugging_is_fatal is False, events should not be expect-

ed to arrive at all.

Table 3.22. Description of conductor configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

mgrate_max_retries=-1

(IntOpt) Number of times to retry live-migration before
failing. If == -1, try until out of hosts. If == 0, only try once,
no retries.

[conductor]

menager =
nova. conduct or . manager . Conduct or Manager

(StrOpt) Full class name for the Manager for conductor

t opi ¢ =conduct or

(StrOpt) The topic on which conductor nodes listen

use_| ocal =Fal se

(BoolOpt) Perform nova-conductor operations locally

wor ker s = None

(IntOpt) Number of workers for OpenStack Conductor ser-
vice. The default will be the number of CPUs available.

Table 3.23. Description of config drive configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

config_drive_format =i s09660

(StrOpt) Config drive format. One of is09660 (default) or
vfat

config_drive_skip_versions=1.0 2007-01-19
2007-03-01 2007-08-29 2007-10-10
2007-12-15 2008-02-01 2008-09-01

(StrOpt) List of metadata versions to skip placing into the
config drive

force_config_drive=None

(StrOpt) Set to "always" to force injection to take place on
a config drive. NOTE: The "always" will be deprecated in
the Liberty release cycle.

nki sof s_cnd = geni soi mage

(StrOpt) Name and optionally path of the tool used for
I1SO image creation

[hyperv]

config_drive_cdrom=Fal se

(BoolOpt) Attaches the Config Drive image as a cdrom
drive instead of a disk drive
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config_drive_inject_password=Fal se

(BoolOpt) Sets the admin password in the config drive im-
age

Table 3.24. Description of console configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

consol e_publ i c_host nanme =1 ocal host

(StrOpt) Publicly visible name for this console host

consol e_token_ttl =600

(IntOpt) How many seconds before deleting tokens

consol eaut h_manager =
nova. consol eaut h. manager . Consol eAut hManager

(StrOpt) Manager for console auth

Table 3.25. Description of database configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

db_driver =nova. db

‘ (StrOpt) The driver to use for database access

[api_database]

connecti on=None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the Nova API database.

connecti on_debug=0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

connection_trace =Fal se

(BoolOpt) Add Python stack traces to SQL as comment
strings.

idle_timout =3600

(IntOpt) Timeout before idle SQL connections are reaped.

max_over f| ow= None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

max_pool _si ze = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

max_retries=10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

nysql _sql _nmode = TRADI TI ONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

pool _ti meout =None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

retry_interval =10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

sl ave_connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

sql i te_synchronous =True

(BoolOpt) If True, SQLite uses synchronous mode.

[database]

backend =sql al cheny

(StrOpt) The back end to use for the database.

connecti on=None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the database.

connecti on_debug=0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

connection_trace =Fal se

(BoolOpt) Add Python stack traces to SQL as comment
strings.
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db_inc_retry_interval =True

(BoolOpt) If True, increases the interval between retries of
a database operation up to db_max_retry_interval.

db_max_retries =20

(IntOpt) Maximum retries in case of connection error or
deadlock error before error is raised. Set to -1 to specify an
infinite retry count.

db_max_retry_interval =10

(IntOpt) If db_inc_retry_interval is set, the maximum sec-
onds between retries of a database operation.

db_retry_interval =1

(IntOpt) Seconds between retries of a database transac-
tion.

i dl e_timeout =3600

(IntOpt) Timeout before idle SQL connections are reaped.

max_over f | ow= None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

max_pool _si ze = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

max_retries =10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

m n_pool _size=1

(IntOpt) Minimum number of SQL connections to keep
open in a pool.

nysql _sql _node = TRADI TI ONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

pool _ti meout =None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

retry_interval =10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

sl ave_connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

sqlite_db=oslo.sqglite

(StrOpt) The file name to use with SQLite.

sqlite_synchronous =True

(BoolOpt) If True, SQLite uses synchronous mode.

use_db_reconnect =Fal se

(BoolOpt) Enable the experimental use of database recon-
nect on connection lost.

use_t pool =Fal se

(BoolOpt) Enable the experimental use of thread pooling

for all DB API calls

Table 3.26. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backdoor _port =None

(StrOpt) Enable eventlet backdoor. Acceptable values are
0, <port>, and <start>:<end>, where 0 results in listening
on a random tcp port number; <port> results in listening
on the specified port number (and not enabling backdoor
if that port is in use); and <start>:<end> results in listening
on the smallest unused port number within the specified
range of port numbers. The chosen port is displayed in the
service's log file.

[guestfs]

debug = Fal se

(BoolOpt) Enable guestfs debug
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Table 3.27. Description of EC2 configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

ec2_dnez_host =$ny_ip

(StrOpt) The internal IP address of the EC2 API server

ec2_host =$ny_ip

(StrOpt) The IP address of the EC2 API server

ec2_listen=0.0.0.0

(StrOpt) The IP address on which the EC2 API will listen.

ec2_listen_port =8773

(IntOpt) The port on which the EC2 API will listen.

ec2_path=/

(StrOpt) The path prefix used to call the ec2 API server

ec2_port =8773

(IntOpt) The port of the EC2 API server

ec2_private_dns_show_ i p=Fal se

(BoolOpt) Return the IP address as private dns hostname
in describe instances

ec2_schene=http

(StrOpt) The protocol to use when connecting to the EC2
API server (http, https)

ec2_strict_validation=True

(BoolOpt) Validate security group names according to EC2
specification

ec2_timestanp_expiry =300

(IntOpt) Time in seconds before ec2 timestamp expires

ec2_wor kers =None

(IntOpt) Number of workers for EC2 API service. The de-
fault will be equal to the number of CPUs available.

keyst one_ec2_i nsecur e =Fal se

(BoolOpt) Disable SSL certificate verification.

keystone_ec2_url =http://1ocal -
host : 5000/ v2. 0/ ec2t okens

(StrOpt) URL to get token from ec2 request.

| ockout _attenpts =5

(IntOpt) Number of failed auths before lockout.

| ockout _mi nutes =15

(IntOpt) Number of minutes to lockout if triggered.

| ockout _wi ndow= 15

(IntOpt) Number of minutes for lockout window.

region_|list =

(ListOpt) List of region=fgdn pairs separated by commas

Table 3.28. Description of ephemeral storage encryption configuration

options

Configuration option = Default value

‘ Description

[ephemeral_storage_encryption]

ci pher =aes- xt s- pl ai n64

(StrOpt) The cipher and mode to be used to encrypt
ephemeral storage. Which ciphers are available ciphers de-
pends on kernel support. See /proc/crypto for the list of
available options.

enabl ed =Fal se

(BoolOpt) Whether to encrypt ephemeral storage

key_size=512

(IntOpt) The bit length of the encryption key to be used to
encrypt ephemeral storage (in XTS mode only half of the
bits are used for encryption key)

Table 3.29. Description of fping configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

f pi ng_pat h=/usr/ sbin/fping

‘ (StrOpt) Full path to fping.

Table 3.30. Description of glance configuration options

Configuration option = Default value

‘ Description

[DEFAULT]
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Configuration option = Default value

Description

osapi _gl ance_l i nk_prefix =None

(StrOpt) Base URL that will be presented to users in links
to glance resources

[glance]

al | owed_direct _url _schenes =

(ListOpt) A list of url scheme that can be downloaded di-
rectly via the direct_url. Currently supported schemes:
[file].

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL (https) requests
to glance

api _servers =None

(ListOpt) A list of the glance api servers available to nova.
Prefix with https:// for ssl-based glance api servers. ([host-
name|ip]:port)

host =$ny_i p

(StrOpt) Default glance hostname or IP address

numretries=0

(IntOpt) Number of retries when uploading / download-
ing an image to / from glance.

port =9292

(IntOpt) Default glance port

protocol =http

(StrOpt) Default protocol to use when connecting to
glance. Set to https for SSL.

[image_file_url]

filesystens =

(ListOpt) List of file systems that are configured in this file
in the image_file_url:<list entry name> sections

Table 3.31. Description of HyperV configuration options

Configuration option = Default value

‘ Description

[hyperv]

dynam c_nenory _ratio=1.0

(FloatOpt) Enables dynamic memory allocation (balloon-
ing) when set to a value greater than 1. The value express-
es the ratio between the total RAM assigned to an in-
stance and its startup RAM amount. For example a ratio of
2.0 for an instance with 1024MB of RAM implies 512MB of
RAM allocated at startup

enabl e_i nstance_netrics_col |l ecti on=Fal se

(BoolOpt) Enables metrics collections for an instance by us-
ing Hyper-V's metric APIs. Collected data can by retrieved
by other apps and services, e.g.: Ceilometer. Requires Hy-
per-V / Windows Server 2012 and above

force_hyperv_utils_vl=Fal se

(BoolOpt) Force V1 WMI utility classes

i nstances_pat h_share =

(StrOpt) The name of a Windows share name mapped to
the "instances_path" dir and used by the resize feature to
copy files to the target host. If left blank, an administrative
share will be used, looking for the same "instances_path"
used locally

limt_cpu_features=Fal se

(BoolOpt) Required for live migration among hosts with
different CPU features

nmount ed_di sk_query_retry_count =10

(IntOpt) The number of times to retry checking for a disk
mounted via iSCSI.

mount ed_di sk_query_retry_interval =5

(IntOpt) Interval between checks for a mounted iSCSI disk,
in seconds.

gemu_i ng_cnd =qgenu-i ng. exe

(StrOpt) Path of gemu-img command which is used to con-
vert between different image types

vswi t ch_name = None

(StrOpt) External virtual switch Name, if not provided, the
first external virtual switch is used

wai t _soft_reboot_seconds =60

(IntOpt) Number of seconds to wait for instance to shut
down after soft reboot request is made. We fall back to
hard reboot if instance does not shutdown within this win-
dow.
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Table 3.32. Description of hypervisor configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

def aul t _ephener al _f or mat = None (StrOpt) The default format an ephemeral_volume will be
formatted with on creation.

force_raw_i mages =True (BoolOpt) Force backing images to raw format

preal | ocat e_i mages =none (StrOpt) VM image preallocation mode: "none" => no stor-

age provisioning is done up front, "space" => storage is ful-
ly allocated at instance start

ti meout _nbd =10 (IntOpt) Amount of time, in seconds, to wait for NBD de-
vice start up.

use_cow_i mages =True (BoolOpt) Whether to use cow images

vcpu_pi n_set =None (StrOpt) Defines which pcpus that instance vcpus can use.
For example, "4-12,8,15"

virt_nkfs=[] (MultiStrOpt) Name of the mkfs commands for ephemeral

device. The format is <os_type>=<mkfs command>

Table 3.33. Description of bare metal configuration options

Configuration option = Default value ‘ Description

[ironic]

admi n_aut h_t oken = None (StrOpt) Ironic keystone auth token.

adm n_passwor d = None (StrOpt) Ironic keystone admin password.

adm n_t enant _nane = None (StrOpt) Ironic keystone tenant name.

adm n_ur| =None (StrOpt) Keystone public APl endpoint.

admi n_user nanme = None (StrOpt) Ironic keystone admin name

api _endpoi nt =None (StrOpt) URL for Ironic APl endpoint.

api _max_retries =60 (IntOpt) How many retries when a request does conflict.

api _retry_interval =2 (IntOpt) How often to retry in seconds when a request
does conflict

api _version=1 (IntOpt) Version of Ironic API service endpoint.

client_l og_l evel =None (StrOpt) Log level override for ironicclient. Set this in order
to override the global "default_log_levels", "verbose", and
"debug" settings. DEPRECATED: use standard logging con-
figuration.

Table 3.34. Description of IPv6 configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

fixed_range_v6=fd00::/48 (StrOpt) Fixed IPv6 address block

gat eway_v6 = None (StrOpt) Default IPv6 gateway

i pv6_backend =rfc2462 (StrOpt) Backend to use for IPv6 generation
use_i pv6 =Fal se (BoolOpt) Use IPv6

Table 3.35. Description of key manager configuration options

Configuration option = Default value ‘ Description
[keymagr]
api _class = (StrOpt) The full class name of the key manager API class

nova. keyngr . conf _key_ngr. Conf KeyManager

297



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer-

ence

July 1, 2015

liberty

Configuration option = Default value

Description

fixed_key =None

(StrOpt) Fixed key returned by key manager, specified in
hex

Table 3.36. Description of LDAP configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

| dap_dns_base_dn =
ou=host s, dc=exanpl e, dc=or g

(StrOpt) Base DN for DNS entries in LDAP

| dap_dns_passwor d = passwor d

(StrOpt) Password for LDAP DNS

| dap_dns_servers =["'dns. exanple.org']

(MultiStrOpt) DNS Servers for LDAP DNS driver

| dap_dns_soa_expiry =86400

(StrOpt) Expiry interval (in seconds) for LDAP DNS driver
Statement of Authority

| dap_dns_soa_host mast er =
host mast er @xanpl e. org

(StrOpt) Hostmaster for LDAP DNS driver Statement of Au-
thority

| dap_dns_soa_m ni mum=7200

(StrOpt) Minimum interval (in seconds) for LDAP DNS driv-
er Statement of Authority

| dap_dns_soa_refresh=1800

(StrOpt) Refresh interval (in seconds) for LDAP DNS driver
Statement of Authority

| dap_dns_soa_retry =3600

(StrOpt) Retry interval (in seconds) for LDAP DNS driver
Statement of Authority

| dap_dns_url =1dap://| dap. exanpl e. com 389

(StrOpt) URL for LDAP server which will store DNS entries

| dap_dns_user =
ui d=adm n, ou=peopl e, dc=exanpl e, dc=org

(StrOpt) User for LDAP DNS

Table 3.37. Description of Libvirt configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

renove_unused_base_i mages =Tr ue

(BoolOpt) Should unused base images be removed?

renmove_unused_ori gi nal _m ni mum age_seconds
=86400

(IntOpt) Unused unresized base images younger than this
will not be removed

[libvirt]

bl ock_m gration_flag=

VI R_M GRATE_UNDEFI NE_SOURCE,

VI R_M GRATE_PEER2PEER,

VI R_M GRATE_LI VE, VI R_M GRATE_TUNNELLED,
VI R_M GRATE_NON_SHARED | NC

(StrOpt) Migration flags to be set for block migration

checksum base_i nages = Fal se

(BoolOpt) Write a checksum for files in _base to disk

checksum.i nt erval _seconds =3600

(IntOpt) How frequently to checksum base images

connection_uri =

(StrOpt) Override the default libvirt URI (which is depen-
dent on virt_type)

cpu_node = None

(StrOpt) Set to "host-model" to clone the host CPU feature

flags; to "host-passthrough” to use the host CPU model ex-

actly; to "custom" to use a named CPU model; to "none" to

not set any CPU model. If virt_type="kvm|qgqemu", it will de-
fault to "host-model", otherwise it will default to "none"

cpu_nodel =None

(StrOpt) Set to a named libvirt CPU model (see names list-
ed in /usr/share/libvirt/cpu_map.xml). Only has effect if
cpu_mode="custom" and virt_type="kvm|gemu"

di sk_cachenodes =

(ListOpt) Specific cachemodes to use for different disk
types e.g: file=directsync,block=none
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Configuration option = Default value

Description

di sk_prefix=None

(StrOpt) Override the default disk prefix for the devices at-
tached to a server, which is dependent on virt_type. (valid
options are: sd, xvd, uvd, vd)

gi d_nmaps =

(ListOpt) List of guid targets and ranges.Syntax is guest-
gid:host-gid:countMaximum of 5 allowed.

hw_di sk_di scard = None

(StrOpt) Discard option for nova managed disks (valid op-
tions are: ignore, unmap). Need Libvirt(1.0.6) Qemu1.5
(raw format) Qemu1.6(qcow2 format)

hw_machi ne_t ype = None

(ListOpt) For gemu or KVM guests, set this option

to specify a default machine type per host architec-
ture. You can find a list of supported machine types in
your environment by checking the output of the "virsh
capabilities"command. The format of the value for this
config option is host-arch=machine-type. For example:
x86_64=machinetype1,armv7l=machinetype2

i mge_info_filename_pattern

=$i nst ances_pat h/

$i mage_cache_subdi rect ory_nane/
% i mage)s.info

(StrOpt) Allows image information files to be stored in
non-standard locations

mages_r bd_ceph_conf =

(StrOpt) Path to the ceph configuration file to use

mages_r bd_pool =rbd

(StrOpt) The RADOS pool in which rbd volumes are stored

mages_t ype =def aul t

(StrOpt) VM Images format. Acceptable values are: raw,
qcow?2, lvm, rbd, default. If default is specified, then
use_cow_images flag is used instead of this one.

mages_vol ume_gr oup = None

(StrOpt) LVM Volume Group that is used for VM images,
when you specify images_type=lvm.

nj ect _key =Fal se

(BoolOpt) Inject the ssh public key at boot time

nject_partition=-2

(IntOpt) The partition to inject to : -2 => disable, -1 => in-
spect (libguestfs only), 0 => not partitioned, >0 => partition
number

nj ect _password =Fal se

(BoolOpt) Inject the admin password at boot time, with-
out an agent.

scsi _i face =None

(StrOpt) The iSCSI transport iface to use to connect to tar-
get in case offload support is desired. Supported trans-
ports are be2iscsi, bnx2i, cxgb3i, cxgb4i, gladxxx and ocs.
Default format is transport_name.hwaddress and can be
generated manually or via iscsiadm -m iface

i scsi_use_multipath=Fal se

(BoolOpt) Use multipath connection of the iSCSI volume

i ser_use_nul tipat h=Fal se

(BoolOpt) Use multipath connection of the iSER volume

mem st at s_peri od_seconds =10

(IntOpt) A number of seconds to memory usage statistics
period. Zero or negative value mean to disable memory us-
age statistics.

renove_unused_ker nel s =Fal se

(BoolOpt) Should unused kernel images be removed? This
is only safe to enable if all compute nodes have been up-
dated to support this option. This will be enabled by de-
fault in future.

renove_unused_resi zed_m ni num age_seconds =
3600

(IntOpt) Unused resized base images younger than this
will not be removed

rescue_i mage_i d =None

(StrOpt) Rescue ami image. This will not be used if an im-
age id is provided by the user.

rescue_kernel _i d=None

(StrOpt) Rescue aki image

rescue_r andi sk_i d =None

(StrOpt) Rescue ari image

rng_dev_pat h = None

(StrOpt) A path to a device that will be used as source of
entropy on the host. Permitted options are: /dev/random
or /dev/hwrng

299



ence

OpenStack Configuration Refer-

July 1, 2015

liberty

Configuration option = Default value

Description

snapshot _conpr essi on = Fal se

(BoolOpt) Compress snapshot images when possible. This
currently applies exclusively to qcow2 images

snapshot _i mage_f or mat = None

(StrOpt) Snapshot image format (valid options are : raw,
gcow2, vmdk, vdi). Defaults to same as source image

snapshot s_di rectory =$i nst ances_pat h/ snap-
shots

(StrOpt) Location where libvirt driver will store snapshots
before uploading them to image service

sparse_| ogi cal _vol umes =Fal se

(BoolOpt) Create sparse logical volumes (with virtualsize)
if this flag is set to True.

sysinfo_serial =auto

(StrOpt) The data source used to the populate the
host "serial" UUID exposed to guest in the virtual BIOS.
Permitted options are "hardware", "os", "none" or

"auto" (default).

ui d_nmaps =

(ListOpt) List of uid targets and ranges.Syntax is guest-
uid:host-uid:countMaximum of 5 allowed.

use_usb_t abl et =True

(BoolOpt) Sync virtual and real mouse cursors in Windows
VMs

use_virtio_for_bridges=True

(BoolOpt) Use virtio for bridge interfaces with KVM/QE-
MU

virt_type=kvm

(StrOpt) Libvirt domain type (valid options are: kvm, Ixc,
gemu, uml, xen and parallels)

vol ume_cl ear =zero

(StrOpt) Method used to wipe old volumes (valid options
are: none, zero, shred)

vol ume_cl ear _si ze=0

(IntOpt) Size in MiB to wipe at start of old volumes. 0 =>
all

wai t _soft _reboot _seconds =120

(IntOpt) Number of seconds to wait for instance to shut
down after soft reboot request is made. We fall back to
hard reboot if instance does not shutdown within this win-

dow.

Table 3.38. Description of live migration configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

live_migration_retry_count =30

(IntOpt) Number of 1 second retries needed in
live_migration

[libvirt]

l'ive_m gration_bandwi dth=0

(IntOpt) Maximum bandwidth to be used during migra-
tion, in Mbps

live_mgration_flag=

VI R_M GRATE_UNDEFI NE_SOURCE,

VI R_M GRATE_PEER2PEER, VI R_M GRATE_LI VE,
VI R_M GRATE_TUNNELLED

(StrOpt) Migration flags to be set for live migration

live_migration_uri =genu+tcp:// %/ system

(StrOpt) Migration target URI (any included "%s" is re-
placed with the migration target hostname)

Table 3.39. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

debug =Fal se

(BoolOpt) Print debugging output (set logging level to DE-
BUG instead of default WARNING level).

defaul t _| og_| evel s =angp=WARN,

angpl i b=WARN, bot 0=WARN, gpi d=WARN,
sqgl al cheny=WARN, suds=Il NFO,

osl 0. messagi ng=I NFO, i s08601=WARN,

(ListOpt) List of logger=LEVEL pairs.
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Configuration option = Default value

Description

request s. packages. url I'i b3. connect i onpool =WA|
url l'i b3. connecti onpool =WARN,

websocket =WARN,

requests. packages. urllib3.util.retry=WARN,
urllib3.util.retry=WARN,

keyst onem ddl ewar e=WARN,

rout es. m ddl ewar e=WARN, st evedor e=WARN

RN,

fatal _deprecations =Fal se

(BoolOpt) Enables or disables fatal status of deprecations.

fatal _exception_format_errors =Fal se

(BoolOpt) Make exception message format errors fatal

instance_format ="[instance: %uuid)s] "

(StrOpt) The format for an instance that is passed with the
log message.

instance_uuid_format ="[instance: % uuid)s]

(StrOpt) The format for an instance UUID that is passed
with the log message.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f or mat =%y- %n %d % 9YM %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

I og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_fornmat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_format =%y- %n % %+ %M %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

I og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| oggi ng_context _format _string=

% asctinme)s. % nmsecs) 03d % process)d

% | evel name)s % nanme)s [ % request_id)s

% user _identity)s] %instance)s% nmessage)s

(StrOpt) Format string to use for log messages with con-
text.

| oggi ng_debug_f ormat _suffix =% funcNane)s
% pat hnanme) s: % | i neno) d

(StrOpt) Data to append to log format when level is DE-
BUG.

| oggi ng_default _format _string=9%asctinme)s.
% nsecs) 03d % process)d %I evel nane)s
% name)s [-] % i nstance)s% nmessage)s

(StrOpt) Format string to use for log messages without
context.

| oggi ng_exception_prefix=9%asctinme)s.
% msecs) 03d % process)d TRACE % nane)s
% i nstance)s

(StrOpt) Prefix each line of exception output with this for-
mat.

publ i sh_errors =Fal se

(BoolOpt) Enables or disables publication of error events.
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Description

syslog_l og_facility=L0OG USER

(StrOpt) Syslog facility to receive log lines.

syslog_log facility=LOG USER

(StrOpt) Syslog facility to receive log lines.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in I, and will be
removed in J.

use_stderr =True

(BoolOpt) Log output to standard error.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

ver bose =Fal se

(BoolOpt) Print more verbose output (set logging level to

INFO instead of default WARNING level).

Table 3.40. Description of metadata configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

net adat a_cache_expirati on=15

(IntOpt) Time in seconds to cache metadata; 0 to disable
metadata caching entirely (not recommended). Increas-
ingthis should improve response times of the metadata
APl when under heavy load. Higher values may increase
memoryusage and result in longer times for host metada-
ta changes to take effect.

met adat a_host =$ny_i p

(StrOpt) The IP address for the metadata API server

netadata_listen=0.0.0.0

(StrOpt) The IP address on which the metadata API will lis-
ten.

net adata_listen_port =8775

(IntOpt) The port on which the metadata API will listen.

net adat a_nmanager =
nova. api . manager . Met adat aManager

(StrOpt) OpenStack metadata service manager

net adat a_port =8775

(IntOpt) The port for the metadata API port

net adat a_wor ker s = None

(IntOpt) Number of workers for metadata service. The de-
fault will be the number of CPUs available.

vendor data_dri ver =
nova. api . met adat a. vendor dat a_j son. JsonFi | eV

(StrOpt) Driver to use for vendor data
endor Dat a

vendor dat a_j sonfi | e_pat h=None

(StrOpt) File to load JSON formatted vendor data from

Table 3.41. Description of network configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

al | ow_sanme_net _traffic=True

(BoolOpt) Whether to allow network traffic from same
network

auto_assign_floating_ip=Fal se

(BoolOpt) Autoassigning floating IP to VM

cnt_vpn_clients=0

(IntOpt) Number of addresses reserved for vpn clients
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create_uni que_nac_address_attenpts =5

(IntOpt) Number of attempts to create unique mac ad-
dress

def aul t _access_i p_net wor k_nane = None

(StrOpt) Name of network to use to set access IPs for in-
stances

defaul t _floating_pool =nova

(StrOpt) Default pool for floating IPs

def er _i pt abl es_appl y =Fal se

(BoolOpt) Whether to batch up the application of IPTables
rules during a host restart and apply all at the end of the
init phase

dhcp_donai n =noval ocal

(StrOpt) Domain to use for building the hostnames

dhcp_| ease_ti me =86400

(IntOpt) Lifetime of a DHCP lease in seconds

dhcpbri dge = $bi ndi r/ nova- dhcpbri dge

(StrOpt) Location of nova-dhcpbridge

dhcpbridge_flagfile=["'/etc/noval no-
va- dhcpbri dge. conf']

(MultiStrOpt) Location of flagfiles for dhcpbridge

dns_server =[]

(MultiStrOpt) If set, uses specific DNS server for dnsmasq.
Can be specified multiple times.

dns_update_periodic_interval =-1

(IntOpt) Number of seconds to wait between runs of up-
dates to DNS entries.

dnsmasqg_config_file=

(StrOpt) Override the default dnsmasq settings with this
file

ebt abl es_exec_attempts =3

(IntOpt) Number of times to retry ebtables commands on
failure.

ebtables_retry_interval =1.0

(FloatOpt) Number of seconds to wait between ebtables
retries.

firewal | _driver =None

(StrOpt) Firewall driver (defaults to hypervisor specific ipt-
ables driver)

fixed_i p_di sassoci ate_ti meout =600

(IntOpt) Seconds after which a deallocated IP is disassoci-
ated

flat_injected=Fal se

(BoolOpt) Whether to attempt to inject network setup in-
to guest

flat_interface=None

(StrOpt) FlatDhcp will bridge into this interface if set

flat_network_bri dge =None

(StrOpt) Bridge for simple network instances

flat_network_dns=8.8.4.4

(StrOpt) DNS server for simple network

floating_i p_dns_manager =
nova. net wor k. noop_dns_dri ver. NoopDNSDr i ver

(StrOpt) Full class name for the DNS Manager for floating
IPs

force_dhcp_rel ease=True

(BoolOpt) If True, send a dhcp release on instance termi-
nation

force_snat_range =[]

(MultiStrOpt) Traffic to this range will always be snatted
to the fallback ip, even if it would normally be bridged out
of the node. Can be specified multiple times.

forward_bridge_interface=["all"]

(MultiStrOpt) An interface that bridges can forward to. If
this is set to all then all traffic will be forwarded. Can be
specified multiple times.

gat eway = None

(StrOpt) Default IPv4 gateway

i nj ect ed_net wor k_t enpl at e = $pybasedi r/ no-
va/virt/interfaces.tenplate

(StrOpt) Template file for injected network

i nst ance_dns_domai n =

(StrOpt) Full class name for the DNS Zone for instance IPs

i nst ance_dns_nanager =
nova. net wor k. noop_dns_dri ver. NoopDNSDr i ver

(StrOpt) Full class name for the DNS Manager for instance
IPs

i ptabl es_bottom regex =

(StrOpt) Regular expression to match the iptables rule that
should always be on the bottom.

i pt abl es_drop_acti on =DROP

(StrOpt) The table that iptables to jump to when a packet
is to be dropped.
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i ptabl es_top_regex =

(StrOpt) Regular expression to match the iptables rule that
should always be on the top.

I 3_lib=nova. network. | 3. Li nuxNetL3

(StrOpt) Indicates underlying L3 management library

I'i nuxnet _interface_driver =
nova. net wor k. I i nux_net . Li nuxBri dgel nterface

(StrOpt) Driver used to create ethernet devices.
Dri ver

I'i nuxnet _ovs_integration_bridge=br-int

(StrOpt) Name of Open vSwitch bridge used with linuxnet

mul ti _host =Fal se

(BoolOpt) Default value for multi_host in networks. Also,
if set, some rpc network calls will be sent directly to host.

network_allocate retries=0

(IntOpt) Number of times to retry network allocation on
failures

net wor k_api _cl ass =nova. net wor k. api . API

(StrOpt) The full class name of the network API class to
use

net wor k_devi ce_nt u=None

(IntOpt) DEPRECATED: THIS VALUE SHOULD BE SET
WHEN CREATING THE NETWORK. MTU setting for net-
work interface.

net wor k_driver =nova. network. | i nux_net

(StrOpt) Driver to use for network creation

net wor k_nmanager =
nova. net wor k. manager . VI anManager

(StrOpt) Full class name for the Manager for network

net wor k_si ze = 256

(IntOpt) Number of addresses in each private subnet

net wor k_t opi ¢ =net wor k

(StrOpt) The topic network nodes listen on

net wor ks_pat h = $st at e_pat h/ net wor ks

(StrOpt) Location to keep network config files

num net works =1

(IntOpt) Number of networks to support

ovs_vsctl _timeout =120

(IntOpt) Amount of time, in seconds, that ovs_vsctl should
wait for a response from the database. 0 is to wait forev-
er.

public_interface=ethO

(StrOpt) Interface for public IP addresses

routing_source_ip=%ny_ip

(StrOpt) Public IP of network host

security_group_api =nova

(StrOpt) The full class name of the security API class

send_arp_for_ha=Fal se

(BoolOpt) Send gratuitous ARPs for HA setup

send_arp_for_ha_count =3

(IntOpt) Send this many gratuitous ARPs for HA setup

shar e_dhcp_addr ess =Fal se

(BoolOpt) DEPRECATED: THIS VALUE SHOULD BE SET
WHEN CREATING THE NETWORK. If True in multi_host
mode, all compute hosts share the same dhcp address. The
same IP address used for DHCP will be added on each no-
va-network node which is only visible to the vms on the
same host.

t eardown_unused_net wor k_gat eway = Fal se

(BoolOpt) If True, unused gateway devices (VLAN and
bridge) are deleted in VLAN network mode with multi
hosted networks

updat e_dns_entries =Fal se

(BoolOpt) If True, when a DNS entry must be updated, it
sends a fanout cast to all network hosts to update their
DNS entries in multi host mode

use_networ k_dns_servers =Fal se

(BoolOpt) If set, uses the dns1 and dns2 from the network
ref. as dns servers.

use_neutron_default _nets =Fal se

(StrOpt) Control for checking for default networks

use_si ngl e_def aul t _gat eway =Fal se

(BoolOpt) Use single default gateway. Only first nic of vm
will get default gateway from dhcp server

vl an_i nterface =None

(StrOpt) VLANs will bridge into this interface if set

vl an_start =100

(IntOpt) First VLAN for private networks

[vmware]
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vlan_i nterface=vmicO

(StrOpt) Physical ethernet adapter name for vlan network-
ing

Table 3.42. Description of neutron configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

neut ron_defaul t _tenant _id=default

(StrOpt) Default tenant id when creating neutron net-
works

[neutron]

adm n_auth_url =http://1ocal host: 5000/ v2.0

(StrOpt) Authorization URL for connecting to neutron in
admin context. DEPRECATED: specify an auth_plugin and
appropriate credentials instead.

adm n_passwor d =None

(StrOpt) Password for connecting to neutron in admin
context DEPRECATED: specify an auth_plugin and appro-
priate credentials instead.

adm n_t enant _i d =None

(StrOpt) Tenant id for connecting to neutron in admin
context DEPRECATED: specify an auth_plugin and appro-
priate credentials instead.

adm n_t enant _nane = None

(StrOpt) Tenant name for connecting to neutron

in admin context. This option will be ignored if
neutron_admin_tenant_id is set. Note that with Keystone
V3 tenant names are only unigue within a domain. DEP-
RECATED: specify an auth_plugin and appropriate creden-
tials instead.

adm n_user _i d =None

(StrOpt) User id for connecting to neutron in admin con-
text. DEPRECATED: specify an auth_plugin and appropri-
ate credentials instead.

admi n_user nanme = None

(StrOpt) Username for connecting to neutron in admin
context DEPRECATED: specify an auth_plugin and appro-
priate credentials instead.

al | ow_dupl i cat e_net wor ks =Fal se

(BoolOpt) DEPRECATED: Allow an instance to have mul-
tiple vNICs attached to the same Neutron network. This
option is deprecated in the 2015.1 release and will be re-
moved in the 2015.2 release where the default behavior
will be to always allow multiple ports from the same net-
work to be attached to an instance.

aut h_pl ugi n = None

(StrOpt) Name of the plugin to load

aut h_secti on=None

(StrOpt) Config Section from which to load plugin specific
options

aut h_strat egy =keyst one

(StrOpt) Authorization strategy for connecting to neutron
in admin context. DEPRECATED: specify an auth_plugin
and appropriate credentials instead. If an auth_plugin is
specified strategy will be ignored.

cafil e=None

(StrOpt) PEM encoded Certificate Authority to use when
verifying HTTPs connections.

certfile=None

(StrOpt) PEM encoded client certificate cert file

ext ensi on_sync_i nterval =600

(IntOpt) Number of seconds before querying neutron for
extensions

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e =None

(StrOpt) PEM encoded client certificate key file

net adat a_proxy_shared_secret =

(StrOpt) Shared secret to validate proxies Neutron meta-
data requests

ovs_bridge=br-int

(StrOpt) Name of Integration Bridge used by Open
vSwitch
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regi on_nane = None

(StrOpt) Region name for connecting to neutron in admin
context

servi ce_net adat a_pr oxy =Fal se

(BoolOpt) Set flag to indicate Neutron will proxy metadata
requests and resolve instance ids.

ti meout =None

(IntOpt) Timeout value for http requests

url =http://127.0.0.1: 9696

(StrOpt) URL for connecting to neutron

Table 3.43. Description of oslo_middleware configuration options

Configuration option = Default value

‘ Description

[oslo_middleware]

max_r equest _body_si ze =114688

(IntOpt) The maximum body size for each request, in
bytes.

Table 3.44. Description of PCl configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

pci _alias=[]

(MultiStrOpt) An alias for a PCI passthrough device re-

quirement. This allows users to specify the alias in the

extra_spec for a flavor, without needing to repeat all

the PCI property requirements. For example: pci_alias =
"name": "QuicAssist", "product_id": "0443", "vendor_id":

"8086", "device_type": "ACCEL" } defines an alias for the In-

tel QuickAssist card. (multi valued)

pci _passt hrough_whitelist =[]

(MultiStrOpt) White list of PCI devices available to VMs.
For example: pci_passthrough_whitelist = [{"vendor_id":
"8086", "product_id": "0443"}]

Table 3.45. Description of periodic configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

periodi c_enabl e =True

(BoolOpt) Enable periodic tasks

periodi c_fuzzy_del ay =60

(IntOpt) Range of seconds to randomly delay when start-
ing the periodic task scheduler to reduce stampeding. (Dis-
able by setting to 0)

run_ext ernal _peri odi c_t asks =True

(BoolOpt) Some periodic tasks can be run in a separate
process. Should we run them here?

Table 3.46. Description of policy configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

al | ow_i nst ance_snapshots =True

(BoolOpt) Permit instance snapshot operations.

all ow m grate_to_sanme_host =Fal se

(BoolOpt) Allow migrate machine to the same host. Useful
when testing in single-host environments.

al | ow_resize_to_same_host =Fal se

(BoolOpt) Allow destination machine to match source for
resize. Useful when testing in single-host environments.

max_age =0

(IntOpt) Number of seconds between subsequent usage
refreshes. This defaults to 0(off) to avoid additional load
but it is useful to turn on to help keep quota usage up to
date and reduce the impact of out of sync usage issues.
Note that quotas are not updated on a periodic task, they
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will update on a new reservation if max_age has passed
since the last reservation

max_| ocal _bl ock_devi ces =3

(IntOpt) Maximum number of devices that will result in a

local image being created on the hypervisor node. Setting
this to 0 means nova will allow only boot from volume. A

negative number means unlimited.

osapi _conput e_uni que_ser ver _nanme_scope =

(StrOpt) When set, compute API will consider duplicate
hostnames invalid within the specified scope, regardless of
case. Should be empty, "project” or "global".

osapi _max_|limt =1000

(IntOpt) The maximum number of items returned in a sin-
gle response from a collection resource

password_l ength=12

(IntOpt) Length of generated instance admin passwords

policy_default_rule=default

(StrOpt) Default rule. Enforced when a requested rule is
not found.

policy_dirs=['policy.d]

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

policy _file=policy.json

(StrOpt) The JSON file that defines policies.

reservation_expire=386400

(IntOpt) Number of seconds until a reservation expires

resi ze_fs_using_bl ock_devi ce =Fal se

(BoolOpt) Attempt to resize the filesystem by accessing
the image over a block device. This is done by the host and
may not be necessary if the image contains a recent ver-
sion of cloud-init. Possible mechanisms require the nbd
driver (for gcow and raw), or loop (for raw).

until _refresh=0

(IntOpt) Count of reservations until usage is refreshed.
This defaults to 0(off) to avoid additional load but it is use-
ful to turn on to help keep quota usage up to date and re-

duce the impact of out of sync usage issues.

Table 3.47. Description of Quobyte USP volume driver configuration options

Configuration option = Default value

‘ Description

[libvirt]

quobyte_client_cfg=None

(StrOpt) Path to a Quobyte Client configuration file.

quobyt e_nmpunt _poi nt _base = $st at e_pat h/ mt

(StrOpt) Directory where the Quobyte volume is mounted
on the compute node

Table 3.48. Description of quota configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

bandwi dt h_pol | _i nterval =600

(IntOpt) Interval to pull network bandwidth usage info.
Not supported on all hypervisors. Set to -1 to disable. Set-
ting this to 0 will run at the default rate.

enabl e_net wor k_quot a = Fal se

(BoolOpt) Enables or disables quota checking for tenant
networks

quot a_cores =20

(IntOpt) Number of instance cores allowed per project

quot a_dri ver =nova. quot a. DbQuot aDri ver

(StrOpt) Default driver to use for quota checks

quota_fixed_ ips=-1

(IntOpt) Number of fixed IPs allowed per project (this
should be at least the number of instances allowed)

quota_floating_ips=10

(IntOpt) Number of floating IPs allowed per project
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qguota_injected_file_content_bytes=10240

(IntOpt) Number of bytes allowed per injected file

guota_injected_file_path_|l ength=255

(IntOpt) Length of injected file path

gquota_injected_files=5

(IntOpt) Number of injected files allowed

guot a_i nst ances =10

(IntOpt) Number of instances allowed per project

guot a_key_pai rs =100

(IntOpt) Number of key pairs per user

guota_netadata_itens =128

(IntOpt) Number of metadata items allowed per instance

guot a_net wor ks =3

(IntOpt) Number of private networks allowed per project

quot a_r am=51200

(IntOpt) Megabytes of instance RAM allowed per project

quot a_security_group_rul es=20

(IntOpt) Number of security rules per security group

guota_security_groups =10

(IntOpt) Number of security groups per project

guot a_server _group_nenbers =10

(IntOpt) Number of servers per server group

quot a_server _groups =10

(IntOpt) Number of server groups per project

[cells]

bandwi dt h_updat e_i nt erval =600

‘(IntOpt) Seconds between bandwidth updates for cells.

Table 3.49. Description of RDP configuration options

Configuration option = Default value

‘ Description

[rdp]

enabl ed =Fal se

(BoolOpt) Enable RDP related features

ht M 5_proxy_base_url =
http://127.0.0. 1: 6083/

(StrOpt) Location of RDP html5 console proxy, in the form
"http://127.0.0.1:6083/"

Table 3.50. Description of Redis configuration options

Configuration option = Default value

‘ Description

[matchmaker_redis]

host =127.0.0.1

(StrOpt) Host to locate redis.

passwor d = None

(StrOpt) Password for Redis server (optional).

port =6379

(IntOpt) Use this port to connect to redis host.

[matchmaker_ring]

ringfile=/etc/osl o/ matchmaker _ring.json

‘ (StrOpt) Matchmaker ring file (JSON).

Table 3.51. Description of S3 configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

bucket s_pat h =$st at e_pat h/ bucket s

(StrOpt) Path to S3 buckets

i mge_decryption_dir =/tnp

(StrOpt) Parent directory for tempdir used for image de-
cryption

s3_access_key =not checked

(StrOpt) Access key to use for S3 server for images

s3_affix_tenant =Fal se

(BoolOpt) Whether to affix the tenant id to the access key
when downloading from S3

s3_host =$nmy_ip

(StrOpt) Hostname or IP for OpenStack to use when ac-
cessing the S3 api

s3_listen=0.0.0.0

(StrOpt) IP address for S3 API to listen

s3_listen_port =3333

(IntOpt) Port for S3 API to listen

s3_port =3333

(IntOpt) Port used when accessing the S3 api

s3_secret _key =not checked

(StrOpt) Secret key to use for S3 server for images
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s3_use_ssl =Fal se

(BoolOpt) Whether to use SSL when talking to S3

Table 3.52. Description of scheduler configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

aggregat e_i mage_properties_i sol ati on_nanesp
=None

a(SerOpt) Force the filter to consider only keys matching the
given namespace.

aggregat e_i mage_properties_isol ati on_separa

BtrOpt) The separator used between the namespace and
keys

barenet al _schedul er _default_filters=Retry-

Filter, AvailabilityZoneFilter, Conpute-
Filter, ConputeCapabilitiesFilter, |mage-
PropertiesFilter, ExactRanFilter, Exact-
Di skFilter, ExactCoreFilter

(ListOpt) Which filter class names to use for filtering
baremetal hosts when not specified in the request.

cpu_allocation_ratio=16.0

(FloatOpt) Virtual CPU to physical CPU allocation ratio
which affects all CPU filters. This configuration specifies a
global ratio for CoreFilter. For AggregateCoreFilter, it will
fall back to this configuration value if no per-aggregate
setting found.

disk_allocation_ratio=1.0

(FloatOpt) Virtual disk to physical disk allocation ratio

io_ops_weight_multiplier=-1.0

(FloatOpt) Multiplier used for weighing host io ops. Nega-
tive numbers mean a preference to choose light workload
compute hosts.

i sol ated_hosts =

(ListOpt) Host reserved for specific images

i sol at ed_i nages =

(ListOpt) Images to run on isolated host

max_i nst ances_per _host =50

(IntOpt) Ignore hosts that have too many instances

max_i o_ops_per _host =8

(IntOpt) Tells filters to ignore hosts that have this many
or more instances currently in build, resize, snapshot, mi-
grate, rescue or unshelve task states

ramal l ocation_ratio=1.5

(FloatOpt) Virtual ram to physical ram allocation ratio
which affects all ram filters. This configuration specifies a
global ratio for RamFilter. For AggregateRameFilter, it will
fall back to this configuration value if no per-aggregate
setting found.

ramwei ght _nmultiplier =1.0

(FloatOpt) Multiplier used for weighing ram. Negative
numbers mean to stack vs spread.

reserved_host _di sk_nb=0

(IntOpt) Amount of disk in MB to reserve for the host

reserved_host _menory_nb =512

(IntOpt) Amount of memory in MB to reserve for the host

restrict_isol ated_hosts_to_isol ated_i nages
=True

(BoolOpt) Whether to force isolated hosts to run only iso-
lated images

schedul er _available filters=
['nova.scheduler.filters.all _filters']

(MultiStrOpt) Filter classes available to the scheduler
which may be specified more than once. An entry of
"nova.scheduler filters.all_filters" maps to all filters includ-
ed with nova.

schedul er _default_filters=RetryFilter,
Avail abilityZoneFilter, RanFilter, Com

puteFilter, ConmputeCapabilitiesFilter, Im
agePropertiesFilter, ServerGoupAntiAffin-
ityFilter, ServerGoupAffinityFilter

(ListOpt) Which filter class names to use for filtering hosts
when not specified in the request.

schedul er _driver =
nova. schedul er.filter_schedul er. FilterSched

(StrOpt) Default driver to use for the scheduler
ul er

schedul er _driver_task_period=60

(IntOpt) How often (in seconds) to run periodic tasks in
the scheduler driver of your choice. Please note this is like-
ly to interact with the value of service_down_time, but
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exactly how they interact will depend on your choice of
scheduler driver.

schedul er _host _manager =
nova. schedul er. host _manager . Host Manager

(StrOpt) The scheduler host manager class to use

schedul er _host _subset _size=1

(IntOpt) New instances will be scheduled on a host chosen
randomly from a subset of the N best hosts. This property
defines the subset size that a host is chosen from. A value
of 1 chooses the first host returned by the weighing func-
tions. This value must be at least 1. Any value less than 1
will be ignored, and 1 will be used instead

schedul er _i nstance_sync_i nterval =120

(IntOpt) Waiting time interval (seconds) between sending
the scheduler a list of current instance UUIDs to verify that
its view of instances is in sync with nova. If the CONF op-
tion “scheduler_tracks_instance_changes’ is False, chang-
ing this option will have no effect.

schedul er _j son_config_|l ocation=

(StrOpt) Absolute path to scheduler configuration JSON
file.

schedul er _manager =
nova. schedul er. manager. Schedul er Manager

(StrOpt) Full class name for the Manager for scheduler

schedul er _max_attenpts =3

(IntOpt) Maximum number of attempts to schedule an in-
stance

schedul er _t opi c =schedul er

(StrOpt) The topic scheduler nodes listen on

schedul er _tracks_i nstance_changes =True

(BoolOpt) Determines if the Scheduler tracks changes to
instances to help with its filtering decisions.

schedul er _use_barenetal _filters=Fal se

(BoolOpt) Flag to decide whether to use
baremetal_scheduler_default_filters or not.

schedul er _wei ght _cl asses =
nova. schedul er. wei ghts. al | _wei ghers

(ListOpt) Which weight class names to use for weighing
hosts

[cells]

ramwei ght _mul tiplier =10.0

(FloatOpt) Multiplier used for weighing ram. Negative
numbers mean to stack vs spread.

schedul er _filter_cl asses =
nova.cells.filters.all _filters

(ListOpt) Filter classes the cells scheduler should use. An
entry of "nova.cells.filters.all_filters" maps to all cells filters
included with nova.

schedul er _retries=10

(IntOpt) How many retries when no cells are available.

schedul er _retry_delay =2

(IntOpt) How often to retry in seconds when no cells are
available.

schedul er _wei ght _cl asses =
nova. cel | s. wei ghts. al | _wei ghers

(ListOpt) Weigher classes the cells scheduler should use.
An entry of "nova.cells.weights.all_weighers" maps to all
cell weighers included with nova.

[metrics]

requi red=True

(BoolOpt) How to treat the unavailable metrics. When a
metric is NOT available for a host, if it is set to be True, it
would raise an exception, so it is recommended to use the
scheduler filter MetricFilter to filter out those hosts. If it is
set to be False, the unavailable metric would be treated as
a negative factor in weighing process, the returned value
would be set by the option weight_of_unavailable.

weight_multiplier =1.0

(FloatOpt) Multiplier used for weighing metrics.

wei ght _of _unavai | abl e =-10000. 0

(FloatOpt) The final weight value to be returned if re-
quired is set to False and any one of the metrics set by
weight_setting is unavailable.

wei ght _setting=

(ListOpt) How the metrics are going to be weighed.

This should be in the form of "<name1>=<ratio1>,
<name2>=<ratio2>, ...", where <nameX> is one of the met-
rics to be weighed, and <ratioX> is the corresponding
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ratio. So for "name1=1.0, name2=-1.0" The final weight
would be name1.value * 1.0 + name2.value * -1.0.

Table 3.53. Description of serial console configuration options

Configuration option = Default value ‘ Description

[serial_console]

base_url =ws://127.0.0. 1: 6083/ (StrOpt) Location of serial console proxy.

enabl ed = Fal se (BoolOpt) Enable serial console related features

listen=127.0.0.1 (StrOpt) IP address on which instance serial console should
listen

port _range =10000: 20000 (StrOpt) Range of TCP ports to use for serial ports on com-
pute hosts

proxyclient_address=127.0.0.1 (StrOpt) The address to which proxy clients (like nova-seri-
alproxy) should connect

seri al proxy_host =0.0.0.0 (StrOpt) Host on which to listen for incoming requests

seri al proxy_port =6083 (IntOpt) Port on which to listen for incoming requests

Table 3.54. Description of SPICE configuration options

Configuration option = Default value ‘ Description

[spice]

agent _enabl ed =True (BoolOpt) Enable spice guest agent support

enabl ed = Fal se (BoolOpt) Enable spice related features

ht M 5proxy_base_url =http://127.0.0.1: 6082/ |(StrOpt) Location of spice HTML5 console proxy, in the

spi ce_auto. htm form "http://127.0.0.1:6082/spice_auto.html"

ht m 5proxy_host =0.0.0.0 (StrOpt) Host on which to listen for incoming requests

ht m 5proxy_port =6082 (IntOpt) Port on which to listen for incoming requests

keymap = en- us (StrOpt) Keymap for spice

server_listen=127.0.0.1 (StrOpt) IP address on which instance spice server should
listen

server _proxyclient_address =127.0.0.1 (StrOpt) The address to which proxy clients (like no-
va-spicehtml5proxy) should connect

Table 3.55. Description of testing configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

fake_cal |l =Fal se (BoolOpt) If True, skip using the queue and make local
calls

fake_net work =Fal se (BoolOpt) If passed, use fake network devices and ad-
dresses

nonkey_pat ch = Fal se (BoolOpt) Whether to log monkey patching

nonkey_pat ch_nodul es = (ListOpt) List of modules/decorators to monkey patch

nova. api . ec2. cl oud: nova. noti fications. notify_decorator,

nova. conput e. api : nova. noti fications. notify_decorator

Table 3.56. Description of trusted computing configuration options

Configuration option = Default value ‘ Description

[trusted_computing]
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Services/ V1.0

attestati on_api _url =/OpenAttestati onWeb-

(StrOpt) Attestation web API URL

attestati on_aut h_bl ob=None

(StrOpt) Attestation authorization blob - must change

attestation_auth_timeout =60

(IntOpt) Attestation status cache valid period length

attestation_i nsecure_ssl =Fal se

(BoolOpt) Disable SSL cert verification for Attestation ser-
vice

attestati on_port =8443

(StrOpt) Attestation server port

attestati on_server =None

(StrOpt) Attestation server HTTP

attestation_server_ca_file=None

(StrOpt) Attestation server Cert file for Identity verification

Table 3.57. Description of upgrade levels configuration options

nova. cel | s. schedul er. Cel | sSchedul er

Configuration option = Default value ‘ Description
[cells]
schedul er = (StrOpt) Cells scheduler to use

[upgrade_levels]

cell s =None

(StrOpt) Set a version cap for messages sent to local cells
services

cert =None

(StrOpt) Set a version cap for messages sent to cert ser-
vices

conput e =None

(StrOpt) Set a version cap for messages sent to compute
services. If you plan to do a live upgrade from havana to
icehouse, you should set this option to "icehouse-compat”
before beginning the live upgrade procedure.

conduct or =None

(StrOpt) Set a version cap for messages sent to conductor
services

consol e =None

(StrOpt) Set a version cap for messages sent to console ser-
vices

consol eaut h = None

(StrOpt) Set a version cap for messages sent to con-
soleauth services

intercell =None

(StrOpt) Set a version cap for messages sent between cells
services

net wor k = None

(StrOpt) Set a version cap for messages sent to network
services

schedul er =None

(StrOpt) Set a version cap for messages sent to scheduler
services

Table 3.58. Description of VMware configuration options

Configuration option = Default value

‘ Description

[vmware]

api _retry_count =10

(IntOpt) The number of times we retry on failures, e.g.,
socket error, etc.

cache_prefix =None

(StrOpt) The prefix for Where cached images are stored.
This is NOT the full path - just a folder prefix. This should
only be used when a datastore cache should be shared
between compute nodes. Note: this should only be used
when the compute nodes have a shared file system.

cl ust er _nane = None

(MultiStrOpt) Name of a VMware Cluster ComputeRe-
source.

dat ast ore_r egex = None

(StrOpt) Regex to match the name of a datastore.
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Description

host _i p =None

(StrOpt) Hostname or IP address for connection to
VMware VC host.

host _passwor d = None

(StrOpt) Password for connection to VMware VC host.

host _port =443

(IntOpt) Port for connection to VMware VC host.

host _user nane = None

(StrOpt) Username for connection to VMware VC host.

integration_bridge=br-int

(StrOpt) Name of Integration Bridge

maxi mum obj ect s =100

(IntOpt) The maximum number of ObjectContent data
objects that should be returned in a single result. A posi-
tive value will cause the operation to suspend the retrieval
when the count of objects reaches the specified maximum.
The server may still limit the count to something less than
the configured value. Any remaining objects may be re-
trieved with additional requests.

pbm def aul t _pol i cy =None

(StrOpt) The PBM default policy. If pbm_wsdl_location is
set and there is no defined storage policy for the specific
request then this policy will be used.

pbm_ enabl ed = Fal se

(BoolOpt) The PBM status.

pbm wsdl _| ocati on =None

(StrOpt) PBM service WSDL file location URL. e.g. file:///
opt/SDK/spbm/wsdl/pbmService.wsdl Not setting this will
disable storage policy based placement of instances.

task_poll _interval =0.5

(FloatOpt) The interval used for polling of remote tasks.

use_l i nked_cl one =True

(BoolOpt) Whether to use linked clone

wsdl _| ocati on=None

(StrOpt) Optional VIM Service WSDL Location e.g http://
<server>/vimService.wsdl. Optional over-ride to default lo-

cation for bug work-arounds

Table 3.59. Description of VNC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

daenon =Fal se

(BoolOpt) Become a daemon (background process)

key = None

(StrOpt) SSL key file (if separate from cert)

novncproxy_base_url =http://127.0.0. 1: 6080/
vnc_aut o. ht m

(StrOpt) Location of VNC console proxy, in the form
"http://127.0.0.1:6080/vnc_auto.html"

novncproxy_host =0.0.0.0

(StrOpt) Host on which to listen for incoming requests

novncpr oxy_port =6080

(IntOpt) Port on which to listen for incoming requests

record=Fal se

(BoolOpt) Record sessions to FILE.[session_number]

source_i s_i pv6 = Fal se

(BoolOpt) Source is ipv6

ssl _only =Fal se

(BoolOpt) Disallow non-encrypted connections

vnc_enabl ed =Tr ue

(BoolOpt) Enable VNC related features

vnc_keynmap =en- us

(StrOpt) Keymap for VNC

vncserver _|listen=127.0.0.1

(StrOpt) IP address on which instance vncservers should lis-
ten

vncserver _proxyclient_address=127.0.0.1

(StrOpt) The address to which proxy clients (like no-
va-xvpvncproxy) should connect

web =/ usr/share/ spice-htnm 5

(StrOpt) Run webserver on same port. Serve files from DIR.

[vmware]

vnc_port =5900

(IntOpt) VNC starting port

vnc_port_total =10000

(IntOpt) Total number of VNC ports
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Table 3.60. Description of volumes configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

bl ock_devi ce_all ocate_retries=60

(IntOpt) Number of times to retry block device allocation
on failures

bl ock_device_allocate_retries_interval =3

(IntOpt) Waiting time interval (seconds) between block
device allocation retries on failures

ny_bl ock_storage_i p=$ny_ip

(StrOpt) Block storage IP address of this host

vol ume_api _cl ass =nova. vol une. ci nder. API

(StrOpt) The full class name of the volume API class to use

vol ume_usage_pol | _interval =0

(IntOpt) Interval in seconds for gathering volume usages

[cinder]

cafil e=None

(StrOpt) PEM encoded Certificate Authority to use when
verifying HTTPs connections.

cat al og_i nfo =vol umev2: ci nder v2: publ i cURL

(StrOpt) Info to match when looking for cinder in the
service catalog. Format is: separated values of the form:
<service_type>:<service_name>:<endpoint_type>

certfil e=None

(StrOpt) PEM encoded client certificate cert file

cross_az_attach=True

(BoolOpt) Allow attach between instance and volume in
different availability zones.

endpoi nt _t enpl at e = None

(StrOpt) Override service catalog lookup with tem-
plate for cinder endpoint e.g. http://localhost:8776/v1/
%(project_id)s

http_retries=3

(IntOpt) Number of cinderclient retries on failed http calls

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e=None

(StrOpt) PEM encoded client certificate key file

0s_regi on_nane = None

(StrOpt) Region name of this node

ti meout =None

(IntOpt) Timeout value for http requests

[hyperv]

force_volunmeutils_vl=Fal se

(BoolOpt) Force V1 volume utility class

vol ume_attach_retry_count =10

(IntOpt) The number of times to retry to attach a volume

volume_attach_retry_interval =5

(IntOpt) Interval between volume attachment attempts, in
seconds

[libvirt]

gl usterfs_nount_poi nt_base =$st at e_pat h/ mt

(StrOpt) Directory where the glusterfs volume is mounted
on the compute node

nf s_nount _opti ons = None

(StrOpt) Mount options passed to the NFS client. See sec-
tion of the nfs man page for details

nf s_mount _poi nt _base =$st at e_pat h/ mt

(StrOpt) Directory where the NFS volume is mounted on
the compute node

num aoe_di scover _tries=3

(IntOpt) Number of times to rediscover AoE target to find
volume

num.i scsi _scan_tries=5

(IntOpt) Number of times to rescan iSCSI target to find vol-
ume

num.iser_scan_tries=5

(IntOpt) Number of times to rescan iSER target to find vol-
ume

gemu_al | owed_st orage_drivers =

(ListOpt) Protocols listed here will be accessed directly
from QEMU. Currently supported protocols: [gluster]

rbd_secret _uui d=None

(StrOpt) The libvirt UUID of the secret for the
rbd_uservolumes

rbd_user =None

(StrOpt) The RADOS client name for accessing rbd volumes

scality_sofs_config=None

(StrOpt) Path or URL to Scality SOFS configuration file
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scal ity_sof s_mpunt_poi nt =$state_path/scal -
ity

(StrOpt) Base dir where Scality SOFS shall be mounted

snbfs_nmount _options =

(StrOpt) Mount options passed to the SMBFS client. See
mount.cifs man page for details. Note that the libvirt-qe-
mu uid and gid must be specified.

snmbf s_nmount _poi nt _base = $st at e_pat h/ mt

(StrOpt) Directory where the SMBFS shares are mounted
on the compute node

[xenserver]

bl ock_devi ce_creation_tineout =10

‘ (IntOpt) Time to wait for a block device to be created

Table 3.61. Description of VPN configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

boot _scri pt _tenpl at e =$pybasedi r/ no-
val/ cl oudpi pe/ boot script.tenplate

(StrOpt) Template for cloudpipe instance boot script

dnez_cidr =

(ListOpt) A list of dmz ranges that should be accepted

dnez_mask =255. 255. 255. 0

(StrOpt) Netmask to push into openvpn config

dnz_net =10.0.0.0

(StrOpt) Network to push into openvpn config

vpn_flavor =ntl. tiny

(StrOpt) Flavor for vpn instances

vpn_i mage_id=0

(StrOpt) Image ID used when starting up a cloudpipe vpn
server

vpn_ip=$ny_ip

(StrOpt) Public IP for the cloudpipe VPN servers

vpn_key_suffix=-vpn

(StrOpt) Suffix to add to project name for vpn key and sec-
groups

vpn_start =1000

(IntOpt) First Vpn port for private networks

Table 3.62. Description of Xen configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

consol e_driver =
nova. consol e. xvp. XVPConsol ePr oxy

(StrOpt) Driver to use for the console proxy

consol e_xvp_conf =/etc/ xvp. conf

(StrOpt) Generated XVP conf file

consol e_xvp_conf _t enpl at e =$pybasedi r/ no-
val/ consol e/ xvp. conf.tenpl ate

(StrOpt) XVP conf template

consol e_xvp_log=/var/log/ xvp.|og

(StrOpt) XVP log file

consol e_xvp_mul ti pl ex_port =5900

(IntOpt) Port for XVP to multiplex VNC connections on

consol e_xvp_pid=/var/run/ xvp. pid

(StrOpt) XVP master process pid file

st ub_conput e = Fal se

(BoolOpt) Stub calls to compute worker for tests

[libvirt]

xen_hvm oader _path=/usr/li b/ xen/boot/hvm
| oader

(StrOpt) Location where the Xen hvmloader is kept

[xenserver]

agent _pat h =usr/ shi n/ xe- updat e- net wor ki ng

(StrOpt) Specifies the path in which the XenAPI guest
agent should be located. If the agent is present, net-
work configuration is not injected into the image.
Used if compute_driver=xenapi.XenAPIDriver and
flat_injected=True

agent _resetnetwork_timeout =60

(IntOpt) Number of seconds to wait for agent reply to re-
setnetwork request
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Description

agent _ti meout =30

(IntOpt) Number of seconds to wait for agent reply

agent _version_tineout =300

(IntOpt) Number of seconds to wait for agent to be fully
operational

cache_i mages =al |

(StrOpt) Cache glance images locally. "all* will cache all
images, “some" will only cache images that have the
image_property “cache_in_nova=True’, and "none" turns
off caching entirely

check_host =True

(BoolOpt) Ensure compute service is running on host Xe-
nAPI connects to.

connection_concurrent =5

(IntOpt) Maximum number of concurrent XenAPI connec-
tions. Used only if compute_driver=xenapi.XenAPIDriver

connecti on_password =None

(StrOpt) Password for connection to
XenServer/Xen Cloud Platform. Used only if
compute_driver=xenapi.XenAPIDriver

connection_url =None

(StrOpt) URL for connection to XenServer/Xen
Cloud Platform. A special value of unix://local can be
used to connect to the local unix socket. Required if
compute_driver=xenapi.XenAPIDriver

connecti on_user nane =r oot

(StrOpt) Username for connection to
XenServer/Xen Cloud Platform. Used only if
compute_driver=xenapi.XenAPIDriver

defaul t_os_type=1inux

(StrOpt) Default OS type

di sabl e_agent =Fal se

(BoolOpt) Disables the use of the XenAPI agent in any im-
age regardless of what image properties are present.

i mage_conpr essi on_| evel =None

(IntOpt) Compression level for images, e.g., 9 for gzip -9.
Range is 1-9, 9 being most compressed but most CPU in-
tensive on domO.

i mge_upl oad_handl er =

nova. vi rt. xenapi . i mage. gl ance. d anceStore

(StrOpt) DomO plugin driver used to handle image up-
loads.

i ntroduce_vdi _retry_wait =20

(IntOpt) Number of seconds to wait for an SR to settle if
the VDI does not exist when first introduced

i pxe_boot _nmenu_ur| =None

(StrOpt) URL to the iPXE boot menu

i pxe_nki sof s_cnd =nki sof s

(StrOpt) Name and optionally path of the tool used for
I1SO image creation

i pxe_net wor k_nane = None

(StrOpt) Name of network to use for booting iPXE 1SOs

ign_prefix=iqgn.2010-10. or g. openst ack

(StrOpt) IQN Prefix

| ogi n_timeout =10

(IntOpt) Timeout in seconds for XenAPI login.

max_kernel _randi sk_si ze=16777216

(IntOpt) Maximum size in bytes of kernel or ramdisk im-
ages

num vbd_unplug_retries=10

(IntOpt) Maximum number of retries to unplug VBD. if
<=0, should try once and no retry

ovs_integration_bridge=xapil

(StrOpt) Name of Integration Bridge used by Open
vSwitch

remap_vbd_dev = Fal se

(BoolOpt) Used to enable the remapping of VBD dev
(Works around an issue in Ubuntu Maverick)

remap_vbd_dev_prefix =sd

(StrOpt) Specify prefix to remap VBD dev to (ex. /dev/
xvdb -> /dev/sdb)

runni ng_ti meout =60

(IntOpt) Number of seconds to wait for instance to go to
running state

spar se_copy =True

(BoolOpt) Whether to use sparse_copy for copying data
on a resize down (False will use standard dd). This speeds
up resizes down considerably since large runs of zeros
won't have to be rsynced
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sr_base_pat h=/var/run/ sr-mount

(StrOpt) Base path to the storage repository

sr_matching filter =defaul t-sr:true

(StrOpt) Filter for finding the SR to be used to install

guest instances on. To use the Local Storage in de-

fault XenServer/XCP installations set this flag to oth-
er-config:i18n-key=local-storage. To select an SR with

a different matching criteria, you could set it to oth-
er-config:my_favorite_sr=true. On the other hand, to fall
back on the Default SR, as displayed by XenCenter, set this
flag to: default-sr:true

target _host =None

(StrOpt) The iSCSI Target Host

target_port =3260

(StrOpt) The iSCSI Target Port, default is port 3260

torrent _base_url =None

(StrOpt) Base URL for torrent files.

torrent _downl oad_stal |l _cutof f =600

(IntOpt) Number of seconds a download can remain at
the same progress percentage w/o being considered a
stall

torrent _i mages =none

(StrOpt) Whether or not to download images via Bit Tor-
rent (all|some|none).

torrent _listen_port_end=6891

(IntOpt) End of port range to listen on

torrent _listen_port_start =6881

(IntOpt) Beginning of port range to listen on

torrent _max_| ast _accessed =86400

(IntOpt) Cached torrent files not accessed within this num-
ber of seconds can be reaped

torrent _nmax_seeder_processes_per_host =1

(IntOpt) Maximum number of seeder processes to run con-
currently within a given dom0. (-1 = no limit)

torrent _seed_chance=1.0

(FloatOpt) Probability that peer will become a seeder. (1.0
= 100%)

torrent _seed_duration=3600

(IntOpt) Number of seconds after downloading an image
via BitTorrent that it should be seeded for other peers.

use_agent _defaul t =Fal se

(BoolOpt) Determines if the XenAPI agent should be used
when the image used does not contain a hint to declare
if the agent is present or not. The hint is a glance proper-
ty "xenapi_use_agent" that has the value "True" or "False".
Note that waiting for the agent when it is not present will
significantly increase server boot times.

use_join_force=True

(BoolOpt) To use for hosts with different CPUs

vhd_coal esce_max_att enpts =20

(IntOpt) Max number of times to poll for VHD to coalesce.
Used only if compute_driver=xenapi.XenAPIDriver

nova. virt. xenapi . vif. XenAPI Bri dgeDri ver

vhd_coal esce_pol | _interval =5.0 (FloatOpt) The interval used for polling of coalescing vhds.
Used only if compute_driver=xenapi.XenAPIDriver
vif _driver = (StrOpt) The XenAPI VIF driver using XenServer Network

APIs.

Table 3.63. Description of XCP VNC proxy configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

xvpvncproxy_base_url =
http://127.0.0. 1: 6081/ consol e

(StrOpt) Location of nova xvp VNC console proxy, in the
form "http://127.0.0.1:6081/console"

xvpvncproxy_host =0.0.0.0

(StrOpt) Address that the XCP VNC proxy should bind to

xvpvncproxy_port =6081

(IntOpt) Port that the XCP VNC proxy should bind to

Table 3.64. Description of Zookeeper configuration options

Configuration option = Default value

‘ Description

[zookeeper]
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addr ess = None (StrOpt) The ZooKeeper addresses for servicegroup service
in the format of host1:port,host2:port,host3:port
recv_ti meout =4000 (IntOpt) The recv_timeout parameter for the zk session
sg_prefix=/servicegroups (StrOpt) The prefix used in ZooKeeper to store ephemeral
nodes
sg_retry_interval =5 (IntOpt) Number of seconds to wait until retrying to join
the session

Additional sample configuration files

Files in this section can be found in/ et ¢/ nova.

api-paste.ini

The Compute service stores its APl configuration settings in the api - past e. i ni file.

R
# Metadata #
BRI
[ conposi t e: met adat a]
use = egg: Past e#url nap
/: neta

[ pi pel i ne: met a]
pi pel i ne = ec2faul twap | ogrequest netaapp

[ app: met aapp]
paste. app_factory = nova. api . met adat a. handl er : Met adat aRequest Handl er . f act ory

HHHH R
# EC2 #
BRHHHARH

[ composi te: ec2]
use = egg: Past e#url map
/: ec2cl oud

[ conposi t e: ec2cl oud]

use = call: nova. api . aut h: pi peli ne_factory

noauth = ec2faul twrap | ogrequest ec2noauth cl oudrequest validator ec2executor
noaut h2 = ec2faul twap | ogrequest ec2noauth cl oudrequest validator ec2executor
keystone = ec2faul twap | ogrequest ec2keystoneauth cl oudrequest vali dator
ec2execut or

[filter:ec2faul tw ap]
paste.filter_factory = nova. api . ec2: Faul t Wapper . factory

[filter:|ogrequest]
paste.filter_factory

nova. api . ec2: Request Loggi ng. factory

[filter:ec2l ockout]
paste.filter_factory

nova. api . ec2: Lockout . fact ory

[filter:ec2keyst oneaut h]
paste.filter_factory = nova. api . ec2: EC2Keyst oneAut h. f act ory
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[filter:ec2noaut h]
paste.filter_factory = nova. api . ec2: NoAut h. factory

[filter:cloudrequest]
controll er = nova. api . ec2. cl oud. d oudControl | er
paste.filter_factory = nova. api . ec2: Requestify.factory

[filter:authorizer]
paste.filter_factory

nova. api . ec2: Aut hori zer. factory

[filter:validator]
paste.filter_factory = nova. api.ec2: Validator.factory

[ app: ec2execut or]
paste. app_factory = nova. api . ec2: Executor. factory

HAHHRHH BRI HHY
# OpenStack #
HAHHRHH BRI R

[ conmposi t e: osapi _conput €]

use = call:nova. api . openst ack. url map: url map_f act ory
/: osconput ever si ons

/v1l.1: openstack_conpute_api_v2

/v2: openstack_conpute_api _v2

/v2.1: openstack_conpute_api _v21

/v3: openstack_conpute_api _v3

[ composi t e: openst ack_conput e_api _v2]
use = call:nova. api . aut h: pi pel i ne_factory
noauth = conpute_req_id faultwap sizelimt noauth ratelimt

osapi _conput e_app_v2
noaut h2 = conpute_req_id faultwap sizelimt noauth2 ratelimt

osapi _conput e_app_v2
keystone = conpute_req_id faul twap sizelinmt authtoken keystonecont ext
ratelimt osapi_conpute_app_v2
keystone _nolimt = conmpute_req_id faultwap sizelimt authtoken

keyst onecont ext osapi _conput e_app_v2

[ conmposi t e: openst ack_conput e_api _v21]

use = call:nova. api . aut h: pi pel i ne_factory_v21

noauth = conpute req_id faultwap sizelimt noauth osapi _conmpute_app_v21l
noaut h2 = conpute_req_id faultwap sizelimt noauth2 osapi_conpute_app_v21
keystone = conmpute_req_id faultwap sizelinmt authtoken keystonecont ext
osapi _conmput e_app_v21

[ conmposi t e: openst ack_conput e_api _v3]

use = call:nova. api . aut h: pi peline_factory_v21

noauth = request _id faultwap sizelinmt noauth_v3 osapi_conpute_app_v3
noaut h2 = request _id faultwap sizelimt noauth_v3 osapi _conpute_app_v3
keystone = request_id faultwap sizelimt authtoken keystonecont ext
osapi _conput e_app_v3

[filter:request _id]
paste.filter_factory = oslo. m ddl ewar e: Request | d. factory

[filter:conmpute_req_id]
paste.filter_factory = nova. api.conpute_req_i d: Conput eReqgl dM ddl ewar e. f act ory

[filter:faul tw ap]
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paste.filter_factory nova. api . openst ack: Faul t W apper . factory

[filter:noauth]
paste.filter_factory = nova. api . openst ack. aut h: NoAut hM ddl ewar ed d. factory

[filter:noaut h2]

paste.filter_factory nova. api . openst ack. aut h: NoAut hM ddl ewar e. f act ory

[filter:noauth_v3]

paste.filter _factory nova. api . openst ack. aut h: NoAut hM ddl ewar eV3. f act ory

[filter:ratelimt]
paste.filter_factory = nova. api . openst ack. conput e.
limts:RateLimtingM ddl eware. factory

[filter:sizelimt]
paste.filter_factory = oslo.m ddl ewar e: Request BodySi zeLim ter.factory

[ app: osapi _conput e_app_v2]
past e. app_factory = nova. api . openst ack. comput e: APl Rout er . fact ory

[ app: osapi _conput e_app_v21]
paste. app_factory = nova. api . openst ack. conmput e: APl Rout er V21. f act ory

[ app: osapi _conput e_app_v3]
paste. app_factory = nova. api . openst ack. conput e: APl Rout er V3. f act ory

[ pi pel i ne: osconput ever si ons]
pi peline = faul twap osconput ever si onapp

[ app: osconput ever si onapp]
past e. app_factory = nova. api . openst ack. conput e. ver si ons: Ver si ons. factory

HEHRHHH
# Shared #
HtHAH T

[filter:keystonecontext]
paste.filter_factory = nova. api . aut h: NovaKeyst oneCont ext . fact ory

[filter:authtoken]
paste.filter _factory = keystonem ddl eware. auth_token:filter factory

policy.json

The pol i cy. j son file defines additional access controls that apply to the Compute ser-
vice.

{
"context _is_admin": "role:admn",
"admi n_or_owner": "is_adm n:True or project_id:%project_id)s",
"default": "rul e:adm n_or_owner",
"cells_scheduler filter:TargetCellFilter": "is_adm n: True",

"conpute:create": "",
"conpute: create:attach_network": "",
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"conput e: create: attach_vol une": ,

"conmput e: create:forced_host": "is_adnm n: True",
"conpute:get_all": "",

"conpute:get_all _tenants": "",

"conpute:start”: "rul e:adm n_or_owner",
"conpute: stop": "rule:adm n_or_owner",
"conput e: unl ock_override": "rul e:adm n_api",

"conput e: shel ve": ,
"conput e: shel ve_of fl oad": "",

"conput e: unshel ve": ,

"conput e: resi ze": ,
"conput e: confirmresize": "",

"conpute: revert_resize": ,
"conpute: rebuild*: "",
"conput e: reboot": "",

" conput e: vol ume_snapshot _creat e": ,
"conput e: vol unme_snapshot _del ete": "",

"adm n_api ": "is_adm n: True",

"conput e_ext ensi on: accounts": "rul e: adm n_api ",

"conput e_ext ensi on: adm n_actions": "rul e:adm n_api ",

"conput e_ext ensi on: adm n_acti ons: pause": "rul e: adm n_or _owner",
"conput e_ext ensi on: adm n_acti ons: unpause": "rul e: adm n_or _owner",
"conput e_ext ensi on: adm n_acti ons: suspend”: "rul e: adm n_or_owner",
"conput e_ext ensi on: adm n_acti ons: resune": "rul e:adm n_or_owner",
"conput e_ext ensi on: adm n_actions: | ock": "rul e: adm n_or_owner",
"conput e_ext ensi on: adm n_acti ons: unl ock": "rul e:adm n_or _owner",
"conput e_ext ensi on: adm n_acti ons: reset Network": "rul e: adm n_api ",
"conput e_ext ensi on: adm n_acti ons: i nj ect Net workl nfo": "rul e: adm n_api ",
"conput e_ext ensi on: adm n_acti ons: cr eat eBackup": "rul e: adm n_or _owner",
"conput e_ext ensi on: adm n_acti ons: m grat eLive": "rul e:adm n_api",
"conput e_ext ensi on: adm n_actions:resetState": "rul e: adm n_api ",
"conput e_ext ensi on: adm n_actions: migrate": "rul e:adm n_api",
"conput e_ext ensi on: aggr egat es": "rul e: adm n_api ",

"conput e_ext ensi on: agents": "rul e:adm n_api ",

"conput e_extension: attach_interfaces": "",

"conput e_ext ensi on: bar emet al _nodes": "rul e: adm n_api ",

"conput e_extension:cells": "rul e:adm n_api ",

"conput e_extensi on: cel |l s:create": "rul e:adm n_api ",

"conmput e_extension: cells:delete": "rule:adm n_api",

"conput e_extension: cel |l s:update": "rul e:adm n_api",

"conput e_ext ensi on: cel | s: sync_i nstances": "rul e: adm n_api ",
"conmput e_extension:certificates": "",

"conput e_ext ensi on: cl oudpi pe": "rul e: adm n_api ",

"conput e_ext ensi on: cl oudpi pe_update": "rul e: adm n_api ",

"conput e_ext ensi on: consol e_out put *: ,

"conput e_ext ensi on: consol es": "",

"conput e_ext ensi on: creat eserverext": "",

"conput e_ext ensi on: deferred_del ete": "",

"conput e_ext ensi on: di sk_config": "",

"conput e_ext ensi on: evacuate": "rul e:adm n_api ",
"conput e_ext ensi on: ext ended_server _attri butes": "rul e:adm n_api "
"conput e_ext ensi on: ext ended_status": "",

"conput e_ext ensi on: ext ended_avai l ability_zone": "",
"conput e_ext ensi on: ext ended_i ps": "",

"conput e_ext ensi on: ext ended_i ps_nac": "",

"conput e_ext ensi on: extended_vif_net": "",

"conput e_ext ensi on: ext ended_vol umes": ,
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fixed_ips": "rule:adm n_api",
flavor _access": "",
fl avor _access: addTenant Access": "rul e: adm n_api ",

fl avor _access: removeTenant Access”: "rul e: adm n_api ",

fl avor _di sabl ed": ,

flavor _rxtx": ,

flavor _swap": "",

fl avorextradata": "",

fl avorextraspecs:index": "",

fl avorextraspecs: show': "",

fl avorextraspecs: create": "rul e:adm n_api ",
fl avorextraspecs: update”: "rul e:adm n_api ",
fl avorextraspecs: del ete": "rul e: adm n_api ",
fl avor manage": "rul e: adm n_api ",

floating_i p_dns": ,
floating_ ip_pools": "",

floating_ips": ,

floating_ips_bulk": "rule:adm n_api",
fping": "",

fping:all _tenants": "rule:adm n_api",

hi de_server _addresses": "is_adm n: Fal se",
hosts": "rul e:adm n_api ",

hypervi sors": "rul e: adm n_api ",

i mge_size": "",

i nstance_actions": "",

i nstance_actions: events": "rul e:adm n_api",
i nstance_usage_audit_log": "rul e:adm n_api",
keypairs": "",

keypai rs:index": ,
keypairs:show': "",

keypai rs: create": ,

keypai rs: delete": "",

multinic": "",

networ ks": "“rul e:adm n_api ",

networ ks: view': "",

net wor ks_associ ate": "rul e: adm n_api ",
guot as: show': "",

quot as: update": "rul e: adm n_api ",

quot as: del ete": "rul e: adm n_api ",

guot a_cl asses": ,

rescue": ,

security group_default rules": "rule:adnm n_api",
security_groups": "",

server _di agnostics": "rul e:adni n_api",

server _groups": ,
server _password": "",

server _usage": ,

services": "rule:adm n_api",

shel ve": "",

shel veO fl oad": "rul e: adm n_api ",

si npl e_t enant _usage: show': "rul e: adm n_or_owner",
sinpl e_tenant _usage:list": "rul e:adm n_api",
unshel ve": "",

users": "rul e:adnmin_api",

virtual interfaces": "",

virtual _storage_arrays": "",
VOI unmes": " n,
vol ume_at t achnent s: i ndex": "",

vol une_att achnment s: show': "*",
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"conput e_ext ensi on: vol une_at t achnment s: updat e": ,

"conput e_ext ensi on: vol une_att achnment s: del et e": ,

" conput e_ext ensi on: vol unet ypes" : ,
"conput e_extension:availability zone:list": "",

"conput e_extension: availability _zone:detail": "rul e:adm n_api",

"conput e_extension:used_|limts _for_admn": "rul e:adm n_api",

"conput e_ext ensi on: m grations:index": "rul e:adm n_api",

"conput e_ext ensi on: 0s- assi st ed- vol une-snapshots: create”: "rul e:adm n_api ",
"conput e_ext ensi on: 0s- assi st ed- vol une- snapshot s: del ete": "rul e: adm n_api ",
"conput e_ext ensi on: consol e_aut h_t okens": "rul e: adm n_api ",

"conput e_ext ensi on: os-server-external -events: create": "rul e:adm n_api",

"network: get_all": ,

"network:get": "",

"net wor k: create": ,

"net wor k: del et e": ,

"net wor k: associ at e": ,

"net wor k: di sassoci at e": ,
"network: get_vifs_by instance": "",

"network: al l ocate for _instance": ,

"net wor k: deal | ocat e_f or_i nstance": ,

"net wor k: val i dat e_net wor ks": "",

"net wor k: get _i nstance_uui ds_by_ip_filter": "",
“network: get _instance_id_by_floating_address": "",

"net wor k: set up_net wor ks_on_host " : ,

"net wor k: get _backdoor _port": ,

"networ k: get _floating_ip": )
"network:get_floating_ip_pools": "",
"network: get _floating ip_by address": "",

"network:get _floating_ ips_by project": ,
"network:get_floating_ ips_by fixed address": "",

"network: al |l ocate_floating_ip": ,

"net wor k: associ ate_fl oating_i p": ,
“network: di sassoci ate_floating_ip": "",

"network: rel ease_floating_ ip": ,

"network: m grate_i nstance_start": ,
“network: mgrate_instance_finish": "",

“network:get_fixed_ip": "",
"network: get_fixed_i p_by_address": "",

"net work: add_fi xed_ip_to_instance": ,
"networ k: remove_fi xed_i p_from.instance": "",

"net wor k: add_network_to_project": ,

"net wor k: get _i nstance_nw_i nfo": ,

"net wor k: get _dns_donai ns": ,
"network: add_dns_entry": "",

"networ k: nodi fy_dns_entry": ,

"network: del ete_dns_entry": ,

“network: get_dns_entries_by_address": "",
"network: get_dns_entries_by_nanme": "",
"network: create_private_dns_domain": ""
"network: create_public_dns_domain": "",

"net wor k: del et e_dns_domai n": ,

"networ k: attach_external _network": "rul e:adm n_api ",
"os_conpute_api :servers:start": "rul e: adm n_or_owner",
"0s_conput e_api : servers:stop”: "rul e:adm n_or_owner",

"0s_conput e_api : 0s- access-i ps: di scover abl e": ,
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"0s_conput e_api :
"0s_conput e_api :

1 0S-access-ips": ,

adm n_api ",
"rul e: adm n_api ",

:0s-adm n-actions": "rul e:adm n_api ",
:0s-adm n-actions: di scoverable": "",
0s-adm n-actions: reset_network": "rul e:
0s-adm n-actions:inject_network_info":
:0s-adm n-actions:reset_state":

"rul e: adm n_api ",

"0s_conput e_api :
"0s_conput e_api :
: 0s- bar enet al - nodes":
: 0s- bar enet al - nodes: di scover abl e": ,

: 0s- bl ock-devi ce- mappi ng- v1l: di scover abl e": ,

"0s_conput e_api :

"0s_conput e_api :

"0s_conput e_api :
"0s_conput e_api :

: 0s-adm
: 0s-adm
1 0S- aggr egat es:

1 0s- aggr egat es:
1 0S- aggr egat es:
1 0S-agents":
: 0s- agent s: di scover abl e": ,

n- passwor d": ,
n- passwor d: di scoverable": "",

di scover abl e": ,

:0S-aggregates:index": "rul e:adm n_api",
:0s-aggregates: create": "rul e:adm n_api ",

1 0s- aggregat es: show': "rul e: adm n_api ",

. 0S- aggregat es: update": "rul e:adm n_api ",
:0s-aggregates: delete": "rul e:adm n_api ",

1 0S- aggregat es: add_host": "rul e: adm n_api ",

renmove_host":
set _netadata":
“rul e: adm n_api ",

"rul e: adm n_api ",
“rul e:adm n_api ",

os-attach-interfaces": ,
os-attach-interfaces: di scoverabl e": ,

"rul e: adm n_api ",

:o0s-cells": "rule:adm n_api",
:0s-cells:create”: "rule:adm n_api",
:0s-cells:delete": "rule:adm n_api",

os-cel |l s:update": "rul e: adm n_api ",

os-cel |l s:sync_i nstances": "rul e:adm n_api ",
:0s-cel | s: di scoverable": "",

:0s-certificates:create": ,

:0s-certificates: show': ,

:os-certificates: di scoverable": ,
: 0s- ¢l oudpi pe":
: 0s- cl oudpi pe: di scover abl e": ,

"rul e: adm n_api ",

os-consol es: di scover abl e": ,

0s-consol es: create":
: 0s-consol es: del ete": ,

1 0s-consol es: i ndex": ,

: 0s-consol es: show': ,
1 0s- consol e- out put : di scover abl e": ,

: 0S- consol e- out put ": ,

: 0s-renot e-consol es": ,

"0s_conput e_api :
. 0S- creat e- backup: di scover abl e":
1 0s-creat e- backup":
:0s-deferred-del ete": ,
: 0s- def err ed- del et e: di scover abl e": ,

"0s_conput e_api :

os-renpt e- consol es: di scover abl e": ,

:0s-di sk-config": ,

: 0s-di sk-confi g: di scoverabl e":
1 0S-evacuate":
"0s_conput e_api :
"o0s_conput e_api :
: 0s- ext ended- server-attributes: di scoverabl e": ,

"rul e: adm n_api ",

os- evacuat e: di scover abl e": ,
0s- ext ended-server-attri butes":

: 0s- ext ended- st at us": ,
: 0s- ext ended- st at us: di scover abl e": ,
: 0s- ext ended- avai | abi |l i ty-zone":
: 0S- ext ended- avai | abi | i ty-zone: di scover abl e": ,
: extensi on_i nfo: di scoverable": "

os- ext ended- vol unes": ,

"rul e: adm n_

or _owner",

"rul e: adm n_api "
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"0s_conput e_api
"0s_conput e_api
"0s_conput e_api

"0s_conput e_api :
"0s_conput e_api :
:0s-flavor-access: renove_t enant _access": "rul e: adnmi n_api ",
:o0s-fl avor-access: add_t enant _access": "rul e: adm n_api ",

"o0s_conput e_api :
:0s- | ock-server: di scoverable": "",

:0s-1 ock-server:lock": "rul e: adm n_or_owner",
:0s- | ock-server:unl ock™: "rul e:adm n_or_owner",

. 0s- ext ended- vol unes: di scover abl e": ,
:os-fixed-ips": "rule:adm n_api",
:0s-fixed-ips:discoverable": "",

os-fl avor-access": ,
os-fl avor-access: di scoverable": "",

:os-flavor-rxtx": ,
:os-flavor-rxtx: di scoverabl e": ,

:flavors: di scoverabl e": ,
:0s-fl avor-extra-specs: di scoverable": "",

:o0s-flavor-extra-specs:index": ,

:0s-flavor-extra-specs: show': ,

:o0s-flavor-extra-specs:create": "rule:adm n_api",
:os-flavor-extra-specs: update”: "rul e:adni n_api ",
:0s-flavor-extra-specs:delete": "rul e:adnm n_api ",
:0s-fl avor - manage: di scoverabl e": "",
:os-flavor-manage": "rul e: adm n_api ",

:os-floating-ip-dns": ",
:0s-floating-ip-dns: di scoverabl e": ,

:o0s-floating-ip-pool s": ,
:0s-floating-ip-pools:discoverable": "",

:os-floating-ips": )
:os-floating-ips:discoverable": "",
:os-floating-ips-bulk": "rul e:adni n_api",

:o0s-floating-ips-bul k: di scoverabl e": ,
:os-fping": "",

:0s-f pi ng: di scover abl e": ,

:os-fping:all _tenants": "rul e:adm n_api"”,

: 0s- hi de- server - addresses": "is_adm n: Fal se",

: 0s- hi de- server - addr esses: di scover abl e": ,
:0s-hosts": "rul e:adm n_api ",

1 0s- host s: di scover abl e": ,
:0S-hypervisors": "rule:adm n_api",
: 0s- hypervi sors: di scoverable": "",

1 i mages: di scover abl e": ,

;i mage- si ze": ,
:i mage-si ze: di scoverabl e": "",

1 0s-instance-actions": ,

:0s-instance-actions: di scoverable": "",
:0s-instance-actions: events": "rul e:adm n_api",
:0s-instance-usage-audit-1og": "rul e:adm n_api ",
:0s-i nstance-usage-audit-|og: di scoverable": "",

11 ps: di scoverabl e": ,
cips:index": "rule:adm n_or_owner",
(i ps:show': "rule:adm n_or_owner",

: 0s- keypai rs: di scoverabl e": ,

: 0s- keypairs": ,
: 0s- keypai rs:index": ,

: 0S- keypai rs: show': ,
:0s-keypairs:create": "",

:0s- keypairs: del ete": ,

limts:discoverabl e": ,

:0s-mgrate-server:di scoverabl e": ,
:0S-mgrate-server:mgrate": "rule:adm n_api",
:0s-mgrate-server:mgrate_|live": "rule:adm n_api",

:os-multinic": ,
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"0s_conput e_api :
"0s_conput e_api :

"0s_conput e_api :

:os-mul tinic:discoverable": ,
: 0S- net wor ks":
:0S-networks: vi ew':
"0s_conput e_api :
"0s_conput e_api :
: 0s- net wor ks- associ at e: di scoverable": "",

"rul e: adm n_api ",

os- net wor ks: di scover abl e": ,
0s- net wor ks- associ ate": "rul e: adm n_api ",

: 0S- pause-server: di scoverabl e": ,
. 0S- pause-server: pause":
1 0S- pause- server: unpause":

"rul e: adm n_or _owner",

1 0S-pcCi:pci_servers": ,
:0s-pci:discoverable": "",
:0s-pci:index": "rul e:adm n_api",
:0s-pci:detail": "rule:adm n_api",
:0s-pci:show': "rul e:adm n_api",

:0s-personal ity: di scoverabl e": ,
: 0s- preserve-epheneral -rebui | d: di scover abl e":
1 0S- quot a- set s:

di scover abl e": ,

: 0s- quot a-sets: show': "",

: 0s-quot a- set s: update": "rul e: adm n_api ",
:0s-quot a-sets:delete": "rul e:adm n_api ",
:0S-quot a-sets:detail": "rul e:adm n_api"”,

1 0s- quot a-cl ass-sets": ,
1 0S- quot a- cl ass-set s: di scoverabl e": ,

1 0S-rescue": ,

:0s-rescue: di scoverabl e": ,
: 0s-schedul er-hi nts: di scover abl e": ,
:0s-security-group-defaul t-rul es: di scoverabl e":
:0s-security-group-defaul t-rul es":

1 0S-security-groups": ,

:0s-security-groups: di scoverabl e": ,
1 0s-server-di agnosti cs":
:0s-server-di agnosti cs: di scover abl e": ,

"rul e: adm n_api ",

1 0s-server-password": ,
: 0S-server - passwor d: di scover abl e": ,

1 0S-server-usage": ,
1 0s-server - usage: di scover abl e": ,

1 0S-server-groups”: ,

1 0s-server-groups: di scoverabl e": ,
1 0S-services":
:0s-services: di scoverable": "",
:server - net adat a:

“rul e: adm n_api ",

di scover abl e": ,

:servers: di scoverable": "",

: 0s-shel ve: shel ve": ,

: 0s-shel ve: shel ve: di scover abl e": ,
: 0s-shel ve: shel ve_of f| oad" :
: 0s-si npl e-t enant - usage: di scover abl e": ,
. 0s-si nmpl e-t enant - usage: show":
:0s-sinpl e-tenant -usage: i st":
1 0s- suspend- server: di scover abl e": ,
: 0s- suspend- server : suspend”:
1 0s- suspend- server: resune":

. 0s-t enant - net wor ks":
1 0s-t enant - net wor ks: di scover abl e": ,

"rul e:adm n_api ",

"rul e: adm n_or_owner",

os-shel ve: unshel ve": ,

“rul e: adm n_or_owner",

"rul e: adm n_api ",

:server-netadata:index": "rul e:adm n_or_owner",
:server-netadata: show': "rul e: adm n_or_owner",
server-net adat a: del ete": "rul e:adm n_or_owner"
server-netadata: create": "rul e:adm n_or_owner"
:server-netadat a: update": "rul e: adm n_or _owner",
:server-netadata: update_all": "rul e:adm n_or_owner",

"rul e: adm n_or _owner
"rul e:adm n_api ",

“rul e: adm n_or_owner",
"rul e: adm n_or_owner",
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"0s_conput e_api : os-user - dat a: di scoverabl e": "",
"os_conpute_api:os-virtual -interfaces": "",
"os_conpute_api:os-virtual -interfaces: di scoverable": "",
"o0s_conput e_api : os-vol unes": "",

"os_conput e_api : 0os-vol unes: di scoverable": "",

"0s_conput e_api : 0s-vol unes-attachnents:index": "",
"0s_conput e_api : 0os-vol unes-at t achment s: show': "",
"o0s_conput e_api : 0os-vol unes-attachnents: create": "",
"0s_conput e_api : 0os-vol unes-attachnments: update": "",
"os_conput e_api : os-vol unes-attachnments: del ete": "",
"0s_conput e_api : 0s- vol unes- at t achnment s: di scoverabl e": "",

"0s_conput e_api: 0s-avail ability-zone:list": ,
"o0s_conput e_api : os-avail abi |l i ty-zone: di scoverabl e": "",

"0s_conpute_api:os-avail ability-zone:detail": "rul e:adm n_api",
"os_conpute_api : os-used-limts": "rul e:adm n_api",
"0s_conpute_api : os-used-|imts:discoverable": "",
"0s_conput e_api: os-mgrations:index": "rul e:adm n_api"
"0s_conput e_api : os-m grations: di scoverable": "",
"0s_conput e_api : 0s- assi st ed- vol une- snapshots: create": "rul e:adm n_api "
"0s_conput e_api : 0s- assi st ed- vol une- snapshot s: del ete": "rul e: adm n_api "
"0s_conput e_api : 0s- assi st ed- vol une- snapshot s: di scoverable": "",
"0s_conput e_api : os- consol e- aut h-t okens": "rul e: adm n_api "
"0s_conput e_api : os-server-external -events:create": "rul e:adm n_api"
}
rootwrap.conf

The r oot wr ap. conf file defines configuration values used by the rootwrap script when
the Compute service needs to escalate its privileges to those of the root user.

It is also possible to disable the root wrapper, and default to sudo only. Configure the
di sabl e_r oot w ap option in the [ wor kar ound] section of the nova. conf configura-
tion file.

# Configuration for nova-rootw ap
# This file should be owned by (and only-writeable by) the root user

[ DEFAULT]

# List of directories to load filter definitions from (separated by ',"').
# These directories MIST all be only witeable by root !
filters_path=/etc/novalrootwap.d,/usr/share/ novalrootw ap

# List of directories to search executables in, in case filters do not
# explicitely specify a full path (separated by ',")

# If not specified, defaults to system PATH envi ronnent vari abl e.

# These directories MIST all be only witeable by root !
exec_dirs=/sbin,/usr/sbin,/bin,/usr/bin

# Enabl e | ogging to sysl og
# Default value is Fal se
use_sysl og=Fal se

# Which syslog facility to use

# Valid val ues include auth, authpriv, syslog, l|ocal0, |ocall..
# Default value is 'syslog

sysl og_|l og_facility=sysl og
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# Whi ch messages to | og.
# | NFO neans |og all usage

# ERROR neans only | og unsuccessf ul

sysl og_| og_| evel =ERROR

attenpts

New, updated and deprecated options in Kilo for

OpenStack Compute

Table 3.65. New options

Option = default value
[DEFAULT] ebtables_exec_attempts = 3

(Type) Help string

(IntOpt) Number of times to retry ebtables commands on
failure.

[DEFAULT] ebtables_retry_interval = 1.0

(FloatOpt) Number of seconds to wait between ebtables
retries.

[DEFAULT] io_ops_weight_multiplier =-1.0

(FloatOpt) Multiplier used for weighing host io ops. Nega-
tive numbers mean a preference to choose light workload
compute hosts.

[DEFAULT] keystone_ec2_insecure = False

(BoolOpt) Disable SSL certificate verification.

[DEFAULT] log-config-append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

[DEFAULT] log-date-format = %Y-%m-%d %H:%M:%S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

[DEFAULT] log-dir = None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

[DEFAULT] log-file = None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

[DEFAULT] log-format = None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

[DEFAULT] max_concurrent_builds = 10

(IntOpt) Maximum number of instance builds to run con-
currently

[DEFAULT] metadata_cache_expiration = 15

(IntOpt) Time in seconds to cache metadata; 0 to disable
metadata caching entirely (not recommended). Increas-
ingthis should improve response times of the metadata
APl when under heavy load. Higher values may increase
memoryusage and result in longer times for host metada-
ta changes to take effect.

[DEFAULT] my_block_storage_ip = $my_ip

(StrOpt) Block storage IP address of this host

[DEFAULT] novncproxy_host = 0.0.0.0

(StrOpt) Host on which to listen for incoming requests

[DEFAULT] novncproxy_port = 6080

(IntOpt) Port on which to listen for incoming requests

[DEFAULT] policy_dirs = ['policy.d']

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

[DEFAULT] quota_networks = 3

(IntOpt) Number of private networks allowed per project
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Option = default value

[DEFAULT] scheduler_instance_sync_interval = 120

(Type) Help string

(IntOpt) Waiting time interval (seconds) between sending
the scheduler a list of current instance UUIDs to verify that
its view of instances is in sync with nova. If the CONF op-
tion “scheduler_tracks_instance_changes’ is False, chang-
ing this option will have no effect.

[DEFAULT] scheduler_tracks_instance_changes = True

(BoolOpt) Determines if the Scheduler tracks changes to
instances to help with its filtering decisions.

[DEFAULT] syslog-log-facility = LOG_USER

(StrOpt) Syslog facility to receive log lines.

[DEFAULT] use-syslog = False

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

[DEFAULT] use-syslog-rfc-format = False

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

[api_database] connection = None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the Nova API database.

[api_database] connection_debug =0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

[api_database] connection_trace = False

(BoolOpt) Add Python stack traces to SQL as comment
strings.

[api_database] idle_timeout = 3600

(IntOpt) Timeout before idle SQL connections are reaped.

[api_database] max_overflow = None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

[api_database] max_pool_size = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

[api_database] max_retries = 10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

[api_database] mysql_sql_mode = TRADITIONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

[api_database] pool_timeout = None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

[api_database] retry_interval = 10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

[api_database] slave_connection = None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

[api_database] sqlite_synchronous = True

(BoolOpt) If True, SQLite uses synchronous mode.

[barbican] cafile = None

(StrOpt) PEM encoded Certificate Authority to use when
verifying HTTPs connections.

[barbican] catalog_info = key-manager:barbican:public

(StrOpt) Info to match when looking for barbican in the
service catalog. Format is: separated values of the form:
<service_type>:<service_name>:<endpoint_type>

[barbican] certfile = None

(StrOpt) PEM encoded client certificate cert file

[barbican] endpoint_template = None

(StrOpt) Override service catalog lookup with template
for barbican endpoint e.g. http://localhost:9311/v1/
%(project_id)s

[barbican] insecure = False

(BoolOpt) Verify HTTPS connections.

[barbican] keyfile = None

(StrOpt) PEM encoded client certificate key file

[barbican] os_region_name = None

(StrOpt) Region name of this node

[barbican] timeout = None

(IntOpt) Timeout value for http requests
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Option = default value

[cinder] cafile = None

(Type) Help string

(StrOpt) PEM encoded Certificate Authority to use when
verifying HTTPs connections.

[cinder] certfile = None

(StrOpt) PEM encoded client certificate cert file

[cinder] insecure = False

(BoolOpt) Verify HTTPS connections.

[cinder] keyfile = None

(StrOpt) PEM encoded client certificate key file

[cinder] timeout = None

(IntOpt) Timeout value for http requests

[database] backend = sqlalchemy

(StrOpt) The back end to use for the database.

[database] connection = None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the database.

[database] connection_debug =0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

[database] connection_trace = False

(BoolOpt) Add Python stack traces to SQL as comment
strings.

[database] db_inc_retry_interval = True

(BoolOpt) If True, increases the interval between retries of
a database operation up to db_max_retry_interval.

[database] db_max_retries = 20

(IntOpt) Maximum retries in case of connection error or
deadlock error before error is raised. Set to -1 to specify an
infinite retry count.

[database] db_max_retry_interval = 10

(IntOpt) If db_inc_retry_interval is set, the maximum sec-
onds between retries of a database operation.

[database] db_retry_interval = 1

(IntOpt) Seconds between retries of a database transac-
tion.

[database] idle_timeout = 3600

(IntOpt) Timeout before idle SQL connections are reaped.

[database] max_overflow = None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

[database] max_pool_size = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

[database] max_retries = 10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

[database] min_pool_size = 1

(IntOpt) Minimum number of SQL connections to keep
open in a pool.

[database] mysql_sql_mode = TRADITIONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

[database] pool_timeout = None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

[database] retry_interval = 10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

[database] slave_connection = None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

[database] sqlite_db = oslo.sqlite

(StrOpt) The file name to use with SQLite.

[database] sqlite_synchronous = True

(BoolOpt) If True, SQLite uses synchronous mode.

[database] use_db_reconnect = False

(BoolOpt) Enable the experimental use of database recon-
nect on connection lost.

[guestfs] debug = False

(BoolOpt) Enable guestfs debug

[libvirt] iscsi_iface = None

(StrOpt) The iSCSI transport iface to use to connect to tar-
get in case offload support is desired. Supported trans-
ports are be2iscsi, bnx2i, cxgb3i, cxgb4i, gladxxx and ocs.
Default format is transport_name.hwaddress and can be
generated manually or via iscsiadm -m iface
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Option = default value

[libvirt] quobyte_client_cfg = None

(Type) Help string
(StrOpt) Path to a Quobyte Client configuration file.

[libvirt] quobyte_mount_point_base = $state_path/mnt

(StrOpt) Directory where the Quobyte volume is mounted
on the compute node

[libvirt] smbfs_mount_options =

(StrOpt) Mount options passed to the SMBFS client. See
mount.cifs man page for details. Note that the libvirt-qe-
mu uid and gid must be specified.

[libvirt] smbfs_mount_point_base = $state_path/mnt

(StrOpt) Directory where the SMBFS shares are mounted
on the compute node

[neutron] auth_plugin = None

(StrOpt) Name of the plugin to load

[neutron] auth_section = None

(StrOpt) Config Section from which to load plugin specific
options

[neutron] cafile = None

(StrOpt) PEM encoded Certificate Authority to use when
verifying HTTPs connections.

[neutron] certfile = None

(StrOpt) PEM encoded client certificate cert file

[neutron] insecure = False

(BoolOpt) Verify HTTPS connections.

[neutron] keyfile = None

(StrOpt) PEM encoded client certificate key file

[neutron] timeout = None

(IntOpt) Timeout value for http requests

[oslo_concurrency] disable_process_locking = False

(BoolOpt) Enables or disables inter-process locks.

[oslo_concurrency] lock_path = None

(StrOpt) Directory to use for lock files. For security, the
specified directory should only be writable by the user run-
ning the processes that need locking. Defaults to environ-
ment variable OSLO_LOCK_PATH. If external locks are
used, a lock path must be set.

[oslo_messaging_amqgp] allow_insecure_clients = False

(BoolOpt) Accept clients using either SSL or plain TCP

[oslo_messaging_amqp] broadcast_prefix = broadcast

(StrOpt) address prefix used when broadcasting to all
servers

[oslo_messaging_amgp] container_name = None

(StrOpt) Name for the AMQP container

[oslo_messaging_amqp] group_request_prefix = unicast

(StrOpt) address prefix when sending to any server in
group

[oslo_messaging_amgp] idle_timeout = 0

(IntOpt) Timeout for inactive connections (in seconds)

[oslo_messaging_amqp] server_request_prefix = exclusive

(StrOpt) address prefix used when sending to a specific
server

[oslo_messaging_amqp] ssl_ca_file =

(StrOpt) CA certificate PEM file to verify server certificate

[oslo_messaging_amqp] ssl_cert_file =

(StrOpt) Identifying certificate PEM file to present to
clients

[oslo_messaging_amqp] ssl_key_file =

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

[oslo_messaging_amqp] ssl_key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

[oslo_messaging_amgp] trace = False

(BoolOpt) Debug: dump AMQP frames to stdout

[oslo_messaging_gpid] amqp_auto_delete = False

(BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_gpid] amqgp_durable_queues = False

(BoolOpt) Use durable queues in AMQP.

[oslo_messaging_gpid] qpid_heartbeat = 60

(IntOpt) Seconds between connection keepalive heart-
beats.

[oslo_messaging_gpid] qpid_hostname = localhost

(StrOpt) Qpid broker hostname.

[oslo_messaging_gpid] gpid_hosts = $qpid_hostname:
$qpid_port

(ListOpt) Qpid HA cluster host:port pairs.

[oslo_messaging_gpid] qpid_password =

(StrOpt) Password for Qpid connection.

[oslo_messaging_gpid] qpid_port = 5672

(IntOpt) Qpid broker port.

[oslo_messaging_gpid] qpid_protocol = tcp

(StrOpt) Transport to use, either ‘tcp' or 'ssl'.
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[oslo_messaging_gpid] qpid_receiver_capacity = 1

(Type) Help string

(IntOpt) The number of prefetched messages held by re-
ceiver.

[oslo_messaging_gpid] qpid_sasl_mechanisms =

(StrOpt) Space separated list of SASL mechanisms to use
for auth.

[oslo_messaging_gpid] qpid_tcp_nodelay = True

(BoolOpt) Whether to disable the Nagle algorithm.

[oslo_messaging_gpid] qpid_topology_version = 1

(IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

[oslo_messaging_gpid] qpid_username =

(StrOpt) Username for Qpid connection.

[oslo_messaging_gpid] rpc_conn_pool_size = 30

(IntOpt) Size of RPC connection pool.

[oslo_messaging_rabbit] amgp_auto_delete = False

(BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_rabbit] amqp_durable_queues = False

(BoolOpt) Use durable queues in AMQP.

[oslo_messaging_rabbit] fake_rabbit = False

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

[oslo_messaging_rabbit] heartbeat_rate = 2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

[oslo_messaging_rabbit] heartbeat_timeout_threshold = 0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqgp>=1.4.0). EXPERIMENTAL

[oslo_messaging_rabbit] kombu_reconnect_delay = 1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

[oslo_messaging_rabbit] kombu_ssl_ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).

[oslo_messaging_rabbit] kombu_ssl_certfile =

(StrOpt) SSL cert file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_keyfile =

(StrOpt) SSL key file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_version =

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

[oslo_messaging_rabbit] rabbit_ha_queues = False

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

[oslo_messaging_rabbit] rabbit_host = localhost

(StrOpt) The RabbitMQ broker address where a single
node is used.

[oslo_messaging_rabbit] rabbit_hosts = $rabbit_host:
$rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

[oslo_messaging_rabbit] rabbit_login_method = AMQ-
PLAIN

(StrOpt) The RabbitMQ login method.

[oslo_messaging_rabbit] rabbit_max_retries = 0

(IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

[oslo_messaging_rabbit] rabbit_password = guest

(StrOpt) The RabbitMQ password.

[oslo_messaging_rabbit] rabbit_port = 5672

(IntOpt) The RabbitMQ broker port where a single node is
used.

[oslo_messaging_rabbit] rabbit_retry_backoff = 2

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.

[oslo_messaging_rabbit] rabbit_retry_interval = 1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

[oslo_messaging_rabbit] rabbit_use_ssl = False

(BoolOpt) Connect over SSL for RabbitMQ.

[oslo_messaging_rabbit] rabbit_userid = guest

(StrOpt) The RabbitMQ userid.
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[oslo_messaging_rabbit] rabbit_virtual_host = /

(Type) Help string
(StrOpt) The RabbitMQ virtual host.

[oslo_messaging_rabbit] rpc_conn_pool_size = 30

(IntOpt) Size of RPC connection pool.

[oslo_middleware] max_request_body_size = 114688

(IntOpt) The maximum body size for each request, in
bytes.

[serial_console] serialproxy_host = 0.0.0.0

(StrOpt) Host on which to listen for incoming requests

[serial_console] serialproxy_port = 6083

(IntOpt) Port on which to listen for incoming requests

[vmware] cache_prefix = None

(StrOpt) The prefix for Where cached images are stored.
This is NOT the full path - just a folder prefix. This should
only be used when a datastore cache should be shared
between compute nodes. Note: this should only be used
when the compute nodes have a shared file system.

[vmware] pbm_default_policy = None

(StrOpt) The PBM default policy. If pom_wsdl_location is
set and there is no defined storage policy for the specific
request then this policy will be used.

[vmware] pbm_enabled = False

(BoolOpt) The PBM status.

[vmware] pbm_wsdI_location = None

(StrOpt) PBM service WSDL file location URL. e.qg. file:///
opt/SDK/spbm/wsdl/pbmService.wsdl Not setting this will
disable storage policy based placement of instances.

[workarounds] destroy_after_evacuate = True

(BoolOpt) Whether to destroy instances on startup when
we suspect they have previously been evacuated. This can
result in data loss if undesired. See https://launchpad.net/
bugs/1419785

[workarounds] disable_libvirt_livesnapshot = True

(BoolOpt) When using libvirt 1.2.2 fails live snapshots in-
termittently under load. This config option provides mech-
anism to disable livesnapshot while this is resolved. See
https://bugs.launchpad.net/nova/+bug/1334398

[workarounds] disable_rootwrap = False

(BoolOpt) This option allows a fallback to sudo
for performance reasons. For example see https://
bugs.launchpad.net/nova/+bug/1415106

Table 3.66. New default values

Option

[DEFAULT] client_socket_timeout 0

Previous default value

New default value
900

[DEFAULT] default_log_levels

amqp=WARN, amgplib=WARN,
boto=WARN, qpid=WARN,
sglalchemy=WARN, suds=INFO,
oslo.messaging=INFO,
iso8601=WARN,
requests.packages.urllib3.connectionpootelisRiNyackages.urllib3.connectionpg
urllib3.connectionpool=WARN,
websocket=WARN,
keystonemiddleware=WARN,
routes.middleware=WARN,
stevedore=WARN

amgp=WARN, amgplib=WARN,
boto=WARN, qpid=WARN,
sglalchemy=WARN, suds=INFO,
oslo.messaging=INFO,
iso8601=WARN,

urllib3.connectionpool=WARN,
websocket=WARN,
requests.packages.urllib3.util.retry=WA
urllib3.util.retry=WARN,
keystonemiddleware=WARN,
routes.middleware=WARN,
stevedore=WARN

[DEFAULT] ec2_path

/services/Cloud

/

[DEFAULT]
multi_instance_display_name_templats

%(name)s-%(uuid)s

%(name)s-%(count)d

[DEFAULT] rpc_zmqg_matchmaker

oslo.messaging._drivers.matchmaker.MatchMakerLocalhost

[cinder] catalog_info

volume:cinder:publicURL

volumev2:cinderv2:publicURL

ol=WARN,

RN,
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Table 3.67. Deprecated options

Deprecated option New Option
[DEFAULT] network_device_mtu None
[DEFAULT] log-format None
[DEFAULT] use-syslog None

[cinder] http_timeout

[cinder] timeout

[DEFAULT] use_syslog None
[ironic] client_log_level None
[neutron] admin_username None

[DEFAULT] osapi_max_request_body_size

[oslo_middleware] max_request_body_size

[neutron] ca_certificates_file

[neutron] cafile

[neutron] auth_strategy None
[neutron] admin_user_id None
[neutron] admin_tenant_id None
[DEFAULT] log_format None

[cinder] api_insecure

[cinder] insecure

[neutron] admin_tenant_name None
[neutron] admin_password None
[DEFAULT] share_dhcp_address None

[neutron] api_insecure

[neutron] insecure

[cinder] ca_certificates_file

[cinder] cafile

[neutron] admin_auth_url

None

[neutron] url_timeout

[neutron] timeout

[neutron] allow_duplicate_networks

None
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4. Dashboard
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This chapter describes how to configure the OpenStack dashboard with Apache web server.

Configure the dashboard

You can configure the dashboard for a simple HTTP deployment.

You can configure the dashboard for a secured HTTPS deployment. While the standard in-
stallation uses a non-encrypted HTTP channel, you can enable SSL support for the dash-
board.

Also, you can configure the size of the VNC window in the dashboard.

Configure the dashboard for HTTP

You can configure the dashboard for a simple HTTP deployment. The standard installation
uses a non-encrypted HTTP channel.

1. Specify the host for your OpenStack Identity Service endpoint in the / et ¢/ open-
st ack- dashboard/ | ocal _setti ngs. py file with the OPENSTACK HOST setting.

The following example shows this setting:
i nport os
fromdjango.utils.translation inport ugettext_|lazy as _

DEBUG = Fal se
TEMPLATE_DEBUG = DEBUG
PROD = True

USE_SSL = Fal se

S| TE_BRANDI NG = ' OpenSt ack Dashboard'

# Ubuntu-specific: Enables an extra panel in the 'Settings' section
# that easily generates a Juju environnents.yam for downl oad,

# preconfigured with endpoints and credentials required for bootstrap
# and service depl oynent.

ENABLE_JUJU PANEL = True

# Note: You shoul d change this val ue
SECRET_KEY = 'el j 11 W LoWHgr y YXFT6j 7cNbf GOOxWY0'

# Specify a regular expression to validate user passwords.
# HORI ZON_CONFI G = {

# "password_validator": {

# "regex": '.*',

# "hel p_text": _("Your password does not neet the requirenments.")
# }

#}

LOCAL_PATH = os. pat h. di rnane(os. pat h. abspath(__file_))
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CACHES = {
"default': {
' BACKEND : 'django. core. cache. backends. mentached. MentachedCache'
' LOCATION : '127.0.0.1:112171'
}
}

# Send enmmil to the consol e by default

EMAI L_BACKEND = ' dj ango. core. mai | . backends. consol e. Enai | Backend'
# O send themto /dev/null

#EMAI L_BACKEND = ' dj ango. cor e. mai | . backends. dummy. Enai | Backend'

# Configure these for your outgoing email host

# EMAI L_HOST = ' sntp. my- conpany. com

# EMAI L_PORT = 25

# EMAI L_HOST_USER = ' dj angonai | '

# EMAI L_HOST_PASSWORD = 'top-secret!"’

# For nultiple regions uncomment this configuration, and add (endpoint, title).
# AVAI LABLE_REG ONS = [

# ("http://clusterl. exanpl e.com 5000/v2.0', 'clusterl'),

# (" http://cluster2. exanpl e. com 5000/v2.0', 'cluster2'),

#1]

OPENSTACK_HOST = "127.0.0. 1"
OPENSTACK_KEYSTONE_URL = "http://%:5000/v2.0" % OPENSTACK HOST
OPENSTACK_KEYSTONE_DEFAULT_ROLE = " Menber"

The OPENSTACK_KEYSTONE_BACKEND settings can be used to identify the
capabilities of the auth backend for Keystone.

I f Keystone has been configured to use LDAP as the auth backend then set
can_edit_user to False and nane to 'ldap'.

O H R

TODO(tres): Renove these once Keystone has an APl to identify auth backend.
OPENSTACK_KEYSTONE_BACKEND = {

'nanme': 'native',

‘can_edit_user': True

}

# OPENSTACK_ENDPO NT_TYPE specifies the endpoint type to use for the endpoints
# in the Keystone service catal og. Use this setting when Horizon is running

# external to the OpenStack environnment. The default is 'internal URL'.
#OPENSTACK_ENDPO NT_TYPE = " publ i cURL"

# The nunber of Swift containers and objects to display on a single page before
# providing a paging elenent (a "nore" link) to paginate results.
APl _RESULT_LIM T = 1000

# If you have external monitoring |inks, eg:
# EXTERNAL_MONI TORI NG = [
# ["Nagios', ' http://foo.com],

# ["Ganglia','http://bar.com],
# ]
LOGAE NG = {
‘version': 1,
# When set to True this will disable all |ogging except

# for loggers specified in this configuration dictionary. Note that

# if nothing is specified here and di sabl e_exi sting_|l oggers is True,
# dj ango. db. backends will still log unless it is disabled explicitly.
‘ di sabl e_exi sting_|l oggers': Fal se,

"handlers': {

"null': {
"level': 'DEBUG ,
‘class': 'django.utils.log.NullHandler',
h

'consol e': {
# Set the level to "DEBUG' for verbose output |ogging.

"level': "INFO,
‘class': 'logging. StreanHandl er',
b
h
'l oggers': {
# Loggi ng from dj ango. db. backends i s VERY verbose, send to null
# by defaul t.

' dj ango. db. backends' : {
“handlers': ['null"'],
' propagate': Fal se,
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"horizon': {
"handl ers': ['console']
' propagate': Fal se
"novaclient': {
"handlers': ['console'],
' propagate': Fal se
L
' keystoneclient': {
"handl ers': ['console']
' propagate': Fal se

' nose. pl ugi ns. manager' : {
"handlers': ['console'],
' propagate': Fal se

}

The service catalog configuration in the Identity Service determines whether a service
appears in the dashboard. For the full listing, see Horizon Settings and Configuration.

2. Restart Apache http server. For Ubuntu/Debian/SUSE:

# service apache2 restart

or for Fedora/RHEL/CentOS:

# service httpd restart

Next, restart memcached:

# service nmenctached restart

Configure the dashboard for HTTPS

You can configure the dashboard for a secured HTTPS deployment. While the standard in-
stallation uses a non-encrypted HTTP channel, you can enable SSL support for the dash-
board.

This example uses the ht t p: / / openst ack. exanpl e. comdomain. Use a domain that
fits your current setup.

1. Inthe/ et c/openst ack-dashboard/ | ocal _setti ngs. py file, update the fol-
lowing options:
USE_SSL = True
CSRF_COOKI E_SECURE = True

SESSI ON_COOKI E_SECURE = True
SESSI ON_COOKI E_HTTPONLY = True

To enable HTTPS, the USE_SSL = Tr ue option is required.

The other options require that HTTPS is enabled; these options defend against cross-
site scripting.

2. Editthe/ et c/ apache2/ conf. d/ openst ack- dashboar d. conf file as shown in
Example 4.2, "After” [338]:
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Example 4.1. Before

WBG Script Alias / /usr/share/ openst ack-dashboar d/ openst ack_dashboar d/ wsgi / dj ango. wsgi
WBG DaenonProcess hori zon user =ww« dat a gr oup=www data processes=3 threads=10

Alias /static /usr/share/openstack-dashboard/ openst ack_dashboard/ stati c/

<Directory /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi >

# For Apache http server 2.2 and earlier:

O der all ow, deny

Allow fromall

# For Apache http server 2.4 and |later:
# Require all granted
</ Directory>

Example 4.2. After

<Virtual Host *:80>

Server Name openst ack. exanpl e. com

<|fMdul e nod_rewrite.c>

Rewr i t eEngi ne On

Rewr it eCond % HTTPS} of f

RewriteRule (.*) https://9% HTTP_HOST} % REQUEST URI }
</ | f Modul e>

<IfMdule !nod_rewite.c>

Redi rect Per manent / https://openstack. exanpl e. com
</ I f Modul e>

</ Vi rt ual Host >

<Virtual Host *:443>

Ser ver Nane openst ack. exanpl e. com

SSLEngi ne On

# Remenber to replace certificates and keys with valid paths in your environnment
SSLCertificateFile /etc/apache2/ SSL/ openst ack. exanpl e. com crt
SSLCACertificateFile /etc/apache2/ SSL/ openst ack. exanpl e. com crt
SSLCertificateKeyFile /etc/apache2/ SSL/ openst ack. exanpl e. com key

Set Envlf User-Agent ".*MSIE *" nokeepalive ssl-uncl ean-shut down

# HTTP Strict Transport Security (HSTS) enforces that all communications

# with a server go over SSL. This mitigates the threat from attacks such

# as SSL-Strip which replaces links on the wire, stripping away https prefixes
# and potentially allowing an attacker to view confidential information on the
#wire

Header add Strict-Transport-Security "nmax-age=15768000"

WBG Script Alias / /usr/share/ openstack-dashboar d/ openst ack_dashboar d/ wsgi / dj ango. wsgi
WBG DaenonProcess hori zon user =ww« dat a gr oup=www data processes=3 threads=10

Alias /static /usr/share/openstack-dashboard/ openst ack_dashboard/ stati c/

<Directory /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi >

# For Apache http server 2.2 and earlier:

Order all ow, deny

Allow fromall

# For Apache http server 2.4 and |later:
# Require all granted

</ Directory>

</ Vi rt ual Host >

In this configuration, the Apache HTTP server listens on port 443 and redirects all non-
secure requests to the HTTPS protocol. The secured section defines the private key,
public key, and certificate to use.

3. Restart the Apache HTTP server.

For Debian, Ubuntu, or SUSE distributions:

# service apache2 restart

For Fedora, RHEL, or CentOS distributions:

# service httpd restart
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4. Restart nencached:

# service nmentached restart

If you try to access the dashboard through HTTP, the browser redirects you to the
HTTPS page.

Customize the dashboard

Once you have the dashboard installed you can customize the way it looks and feels to suit
your own needs.

3 Note
The OpenStack dashboard by default on Ubuntu installs the open-
st ack- dashboar d- ubunt u-t hene package.

If you do not want to use this theme you can remove it and its dependencies us-
ing the following command:

# apt-get renove --auto-renmove openstack-dashboard- ubunt u-theme

3 Note
This guide focuses on the | ocal _setti ngs. py file, stored in/ open-
st ack- dashboar d/ openst ack_dashboard/ | ocal /.

This guide is adapted from How To Custom Brand The OpenStack "Horizon" Dashboard.
The following can easily be customized:

* Site colors

* Logo

* HTML title

* Site branding link

« Help URL

Procedure 4.1. Logo and site colors

1. Create two logo files, png format, with transparent backgrounds using the following
sizes:

* Login screen: 365 x 50
* Logged in banner: 216 x 35

2. Upload your new images to the following location: / usr/ shar e/ open-
st ack- dashboar d/ openst ack_dashboar d/ st ati c/ dashboard/ i ng/

3. Create a CSS style sheet in the following directory: / usr / shar e/ openst ack- dash-
boar d/ openst ack_dashboar d/ st ati ¢/ dashboar d/ css/
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Change the colors and image file names as appropriate, though the relative directo-
ry paths should be the same. The following example file shows you how to customize

your CSS file:

| *

* New theme col ors for dashboard that override the defaults:
* dark blue: #355796 / rgb(53, 87, 150)
* light blue: #BAD3El / rgb(186, 211, 225)

*

* By Preston Lee <pl ee@gen. org>

*/

hil. brand {

background: #355796 repeat-x top left;
border-bottom 2px solid #BAD3EL;

}
hl.brand a {

background: url (../img/ny_cloud_| ogo_snall.png) top |eft no-repeat;

}
#splash .login {

background: #355796 url (../ing/nmy_cl oud_| ogo_nedi um png) no-repeat center 35px;

}
#spl ash .1ogin . nodal - header {
border-top: 1px solid #BAD3EL,;

}

.btn-primary {

backgr ound-i mage: none !inportant;
backgr ound-col or: #355796 !inportant;
border: none !inportant;

box- shadow. none;

. btn-primary: hover,

.btn-primary: active {

border: none;

box- shadow. none;

backgr ound- col or: #BAD3ELl !i nportant;
text -decoration: none;

}

Open the following HTML template in an editor of your choice: / usr/ shar e/ open-
st ack- dashboar d/ openst ack_dashboar d/ t enpl at es/ _styl esheets. ht ni

Add a line to include your newly created style sheet. For example cust om css file:

<link href='{{ STATIC URL }}bootstrap/css/bootstrap.mn.css'

'styl esheet' />

<link href="{{ STATIC URL }}dashboard/css/{% choose_css %' nedi a=' screen’

>

nedi a=' screen’

rel = styl esheet' /

<link href="{{ STATIC URL }}dashboard/css/custom css' nedia='screen' rel="styl esheet' />

Restart Apache:

On Ubuntu:

# service apache2 restart
On Fedora, RHEL, CentOS:

# service httpd restart

On openSUSE:

# service apache2 restart

To view your changes simply reload your dashboard. If necessary go back and modify

your CSS file as appropriate.
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Procedure 4.2. HTML title
1. Set the HTML title, which appears at the top of the browser window, by adding the
following line to | ocal _setti ngs. py:

S| TE_BRANDI NG = "Exanpl e, Inc. C oud"

2. Restart Apache for this change to take effect.

Procedure 4.3. HTML title

1. Thelogo also acts as a hyperlink. The default behavior is to redirect to
hori zon: user _home. To change this, add the following attribute to
| ocal _settings. py

S| TE_BRANDI NG LI NK = "http://exanpl e. cont
2. Restart Apache for this change to take effect.
Procedure 4.4. Help URL

1. By default the help URL points to http://docs.openstack.org. Change this by editing
the following arritbute to the URL of your choice in| ocal _set ti ngs. py

"hel p_url': "http://openstack. myconpany. org",

2. Restart Apache for this change to take effect.

Additional sample configuration files
Find the following files in / et ¢/ openst ack- dashboar d.

keystone_policy.json

The keyst one_pol i cy. j son file defines additional access controls for the dashboard
that apply to the Identity service.

3 Note
The keyst one_pol i cy. j son file must match the Identity service / et ¢/
keyst one/ pol i cy. j son policy file.

"admi n_required": [
[

1.
[

]

ervice_role": [

[
]

"rol e: adm n"

"is_adm n: 1"

]

"rol e: service"
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1

"service_or_admn": [

[

"rul e: adm n_r equi red"

"rul e: service_rol e"

"user_id: % user_id)s"

]

"adm n_or_owner": [

[

]
[

]

"rul e: adm n_r equi red"

"rul e: owner"

]

"defaul t": [

[

]
Il
"identity: get_service": [

[

]
1,
"identity:list_services": [

[

]
]1
"identity:create_service": |

[

]
1,
"identity:update_service": |

[

]
1,
"identity: del ete_service": |

[

]
1,
"identity:get_endpoint": [
[

]
Il
"identity:list_endpoints": [
[

"rul e: adm n_r equi r ed"

"rul e: adm n_requi red"

"rul e: adm n_requi r ed"

"rul e: adm n_r equi r ed"

"rul e: adm n_r equi r ed"

"rul e: adm n_r equi r ed"

"rul e: adm n_r equi r ed"

"rul e: adm n_r equi red"
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]
Il
"identity:create_endpoint": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity: update_endpoint": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity: del ete_endpoint": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity: get_domain": [
[
"rul e: adm n_r equi red"
]
Il
"identity:list_domains": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity: create_domain": [
[
"rul e: adm n_requi red"
]
Il
“identity:update_donain": [
[
"rul e: adm n_requi r ed"
]
] ’
"“identity:del ete_donmin": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:get_project": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:list_projects": |
[
"rul e: adm n_r equi r ed"
]
Il
"identity:list_user_projects": |
[
"rul e: adm n_or_owner"
]
Il
"identity:create_project": [
[
"rul e: adm n_r equi red"
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]
1,
"identity:update_project": |
[
"rul e: adm n_r equi r ed"
]
1,
"identity:delete _project": |
[
"rul e: adm n_r equi r ed"
]
1,
"identity:get user": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:list_users": [
[
"rul e: adm n_r equi red"
]
1,
"identity:create_user": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:update_user": [
[
"rul e: adm n_or_owner"
]
1,
"identity:del ete_user": [
[
"rul e: adm n_requi r ed"
]
] ’
"identity: get_group": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:list_groups": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:list_groups_for_user": [
[
"rul e: adm n_or_owner"
]
1,
"identity:create_group": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:update_group": [
[

"rul e: adm n_r equi red"
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]
1,
"identity: del ete_group": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:list_users_in_group": |
[
"rul e: adm n_r equi r ed"
]
1,
"identity:renove_user_fromgroup": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity: check_user_in_group": [
[
"rul e: adm n_r equi red"
]
1,
"identity:add_user_to_group": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:get_credential": [
[
"rul e: adm n_requi red"
]
1,
"identity:list_credentials": [
[
"rul e: adm n_requi r ed"
]
] ’
"identity:create_credential": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:update_credential": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:delete_credential": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:get role": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:list_roles": [
[

"rul e: adm n_r equi red"
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]
Il
"identity:create_role": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:update_role": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:delete role": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity: check_grant": [
[
"rul e: adm n_r equi red"
]
Il
"identity:list_grants": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:create_grant": [
[
"rul e: adm n_requi red"
]
Il
"identity:revoke_grant": [
[
"rul e: adm n_requi r ed"
]
] ’
"identity:list_rol e_assignments": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:get _policy": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:list_policies": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:create_policy": [
[
"rul e: adm n_r equi r ed"
]
Il
"identity:update_policy": [
[

"rul e: adm n_r equi red"

346



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty
ence
]
1,
"identity:delete_policy": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity: check_token": [
[
"rul e: adm n_r equi r ed"
]
1,
"identity:validate_token": |
[
"rul e: service_or_adm n"
]
1,
"identity:validate_token_head": [
[
"rul e:service_or_adnm n"
]
1,
"identity:revocation_list": [
[
"rul e: service_or_adm n"
]
1,
"identity:revoke_token": [
[
"rul e: adm n_or_owner"
]
1,
"identity:create_trust": [
[
"user_id:%trust.trustor_user_id)s"
]
] ’
"identity:get _trust": [
[
"rul e: adm n_or_owner"
]
1,
"identity:list_trusts": [
[
'@
]
1,
"identity:list _roles _for_trust": [
[
"@
]
1,
"identity:check role for_trust": [
[
"@
]
1,
"identity:get_role for_trust": [
[
" @
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]
Il
"identity:delete_trust": [
[

]

"@

)
nova_policy.json

The nova_pol i cy. j son file defines additional access controls for the dashboard that ap-
ply to the Compute service.

3 Note
The nova_pol i cy. j son file must match the Compute / et ¢/ no-
va/ pol i cy. j son policy file.

{
"context is _admin": "role:adm n",
"admi n_or_owner": "is_admin: True or project_id:%project _id)s",
"default": "rul e:adm n_or_owner",
"cells_scheduler _filter: TargetCellFilter": "is_adm n: True",

"conpute:create": "",
"conpute: create:attach_network": "",

"conput e: create: attach_vol unme": ,

"conpute: create: forced_host": "is_adm n: True",
"conpute:get_all": "",
"conmpute:get_all_tenants": "",

"conput e: unl ock_override": "rule:admni n_api",
"conput e: shel ve": "",

"conput e: shel ve_offload": "",

"conput e: unshel ve": ,

"admi n_api": "is_adm n: True",

"conput e_ext ensi on: accounts": "rul e: adm n_api ",

"conput e_ext ensi on: adm n_actions": "rul e:adm n_api ",

"conput e_ext ensi on: adm n_acti ons: pause": "rul e: adm n_or_owner",

"conput e_ext ensi on: adm n_acti ons: unpause": "rul e: adm n_or _owner",
"conput e_ext ensi on: adm n_acti ons: suspend”: "rul e: adm n_or _owner",
"conput e_ext ensi on: adm n_acti ons: resune": "rul e:adm n_or_owner",
"conput e_ext ensi on: adm n_actions: | ock": "rul e: adm n_or_owner",

"conput e_ext ensi on: adm n_acti ons: unl ock": "rul e:adm n_or_owner",
"conput e_ext ensi on: adm n_acti ons: reset Network": "rul e: adm n_api ",
"conput e_ext ensi on: adm n_actions: i nj ect Net workl nfo": "rul e: admi n_api ",
"conput e_ext ensi on: adm n_acti ons: cr eat eBackup”: "rul e: adm n_or_owner",
"conput e_ext ensi on: adm n_acti ons: m grateLive": "rul e:adm n_api ",
"conput e_ext ensi on: adm n_actions: reset State": "rul e: adm n_api ",

"conput e_extensi on: adm n_actions: migrate": "rul e:adm n_api",

"conput e_ext ensi on: v3: 0os- adm n-actions": "rul e:adm n_api ",

"conput e_ext ensi on: v3: 0s- adm n-acti ons: pause": "rul e:adm n_or_owner",
"conput e_ext ensi on: v3: 0s- adm n- acti ons: unpause": "rul e:adm n_or_owner",
"conput e_ext ensi on: v3: 0os- adm n-acti ons: suspend": "rul e: adm n_or_owner",
"conput e_ext ensi on: v3: 0s- adm n-acti ons: resunme": "rul e: adm n_or_owner",
"conput e_ext ensi on: v3: 0s- admi n-actions: | ock": "rul e:adm n_or_owner",
"conput e_ext ensi on: v3: os- adm n-actions: unl ock": "rul e: adm n_or_owner",
"conput e_ext ensi on: v3: 0s- admi n-actions: reset _network": "rul e: adm n_api ",

"conput e_ext ensi on: v3: os- admi n-actions:inject_network_info":
"rul e: adm n_api ",
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"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi

"conput e_ext ensi on:
"“rul e: adm n_or_owner",
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
:deferred_del ete": ,
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
:flavorextraspecs: show': ,

on

on

v3: 0s-adm n- acti ons: creat e_backup":

v3: 0s-adm n-actions: mgrate_live": "rule:adm n_api",
v3: 0s-admi n-actions:reset_state": "rul e:admi n_api",

v3: 0s-adm n-actions: mgrate": "rule:admn_api",

v3: os- admi n- password": "",
aggregates”: "rul e:adm n_api ",

v3: 0s-aggregates": "rul e:adm n_api ",
agents": "rul e:adm n_api",

v3: 0s-agents": "rul e:adm n_api ",
attach_interfaces": "",
v3:0s-attach-interfaces": "",
barenetal _nodes": "rul e:adm n_api ",

v3: 0s- bar enet al - nodes": "rul e: adm n_api ",

cells": "rule:adn n_api",
v3:0s-cells": "rul e:adm n_api ",
certificates": "",
v3:0s-certificates": "",

cl oudpi pe": "rul e:adm n_api ",

cl oudpi pe_update": "rul e: adm n_api ",
consol e_output™: "",

v3: consol es: di scoverabl e": "",

v3: os-consol e-output*: "",

consol es": "",

v3: os-renot e- consol es": "",
coverage _ext": "rule:adm n_api",
v3: 0s-coverage": "rul e:adm n_api",

creat eserverext": ,

v3: os-deferred-del ete": "",

di sk_config": "",

evacuate": "rul e:adm n_api",

v3: 0s-evacuate": "rul e: adm n_api ",

ext ended_server _attributes": "rul e:adm

v3: 0s- ext ended-server-attributes": "rul e:adm n_api",
ext ended status": "",

v3: 0s- ext ended- st at us": ,
extended_avail ability_zone": "",
v3: 0s- ext ended- avai | abi | i ty-zone":
extended_ips": "",

extended_i ps_mac": "",

extended vif _net": "",

v3: ext ensi on_i nf o: di scoverable": "",
ext ended_vol unes": "",

v3: os- ext ended- vol unes": "",

v3: 0os- ext ended- vol unes: attach": "",

v3: 0s- ext ended- vol unes: det ach": ,

fixed_ips": "rule:adn n_api",

v3: os-fi xed-ips: di scoverable": "",
v3: os-fixed-ips": "rul e:adm n_api ",
flavor _access": "",

v3: 0s-fl avor - access": ,
flavor _di sabl ed": "",

v3: os-fl avor-di sabled": "",
flavor rxtx": "",
v3:o0s-flavor-rxtx": "",
flavor _swap": "",
flavorextradata": "",

flavorextraspecs:index": "",
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" conput e_ext ensi
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"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
" conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi

on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:

fl avorextraspecs: create": "rul e:adm n_api ",

fl avorextraspecs: update": "rul e: adm n_api ",

fl avorextraspecs: delete": "rul e:adm n_api ",

v3: fl avor-extra-specs:index": "",

v3: flavor-extra-specs: show': "",

v3: fl avor-extra-specs: create": "rul e:adm n_api ",
v3: fl avor-extra-specs: update": "rul e:adm n_api",
v3: fl avor-extra-specs: del ete": "rul e:adm n_api ",
fl avor manage": "rul e: adm n_api ",

floating_ ip_dns": "",

floating_ip_pools": "",

floating_ ips": "",
floating_ips_bul k":
fping": "",
fping:all_tenants": "rul e:adm n_api",

hi de_server_addresses": "is_adm n: Fal se",

v3: 0s- hi de-server - addresses": "is_adm n: Fal se",
hosts": "rul e:adm n_api",

v3: 0s- hosts": "rul e:adm n_api ",

hypervi sors": "rul e: adm n_api ",

v3: 0s- hypervi sors”: "rul e:adm n_api ",

i mge_si ze": "",

v3: 0s-i mage- met adata": "",

v3: 0s-i mages": "",

i nstance_actions": "",

v3: 0s-i nstance-actions": "",

i nstance_actions: events": "rul e:adm n_api",

v3: 0s-i nstance-acti ons: event s":
i nstance_usage_audit_log": "rule:adm n_api",
v3: 0s-i nst ance- usage-audit-1 og":

v3:i ps: di scoverabl e": ,
keypairs": "",
keypairs:index": "",
keypai rs: show': "",
keypairs:create": "",
keypai rs: del ete": "",

v3:
v3:
v3:

v3:

"rul e: adm n_api ",

0s- keypai rs: di scover abl e": ,
os- keypairs": "",

os- keypai rs:index": "",

os- keypai rs: show': "",

v3: 0s- keypai rs: create": ,
v3: os-keypai rs: del ete": "",
multinic": "",
v3:0s-multinic": "",

net wor ks": "“rul e:adm n_api ",
networ ks: view': "",
net wor ks_associ at e":
quot as: show': "",
quot as: update": "rul e: adm n_api ",

quot as: del ete": "rul e: adm n_api ",

v3: 0s- quot a- sets: show': "",

v3: 0s- quot a-set s: update": "rul e:adm n_api ",
v3: 0s-quot a-sets: delete": "rul e:adm n_api ",
quot a_cl asses": "",

v3: 0s- quot a- cl ass-sets": "",
rescue": "",

v3: 0s-rescue": "",

security group_default rul es":

security_groups": ,
v3: 0s-security-groups": "",

"rul e: adm n_api ",

"rul e: adm n_api ",

“rul e: adm n_api ",

"rul e:adm n_api ",
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"conput e_ext ensi
"conput e_ext ensi
"conmput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"conput e_ext ensi
"vol unme: create":
"vol une: get _al | ":

"conput e_ext ensi on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:
on:

server _di agnostics": "rule:adni n_api",

v3: os-server-di agnostics": "rul e:adm n_api",
server _password": "",

v3: os-server-password": "",

server _usage": "",

v3: 0S- server-usage": "",

services": "rul e:adm n_api",

v3: 0os-services": "rul e:adm n_api",

v3: servers: di scoverabl e": ,

shel ve": ,
shel veOi fl oad": "rul e: adm n_api ",

v3: os-shel ve: shel ve": "",

v3: 0s-shel ve: shel ve_of fl oad": "rul e: adm n_api ",

si npl e_t enant _usage: show': "rul e: adm n_or_owner",

v3: 0s-si npl e-t enant - usage: show': "rul e: adm n_or _owner",
sinpl e_tenant _usage:list": "rul e:adm n_api",

v3: 0s-si npl e-tenant -usage: list": "rul e:adm n_api",
unshel ve": "",

v3: os-shel ve: unshel ve": "",

users": "rul e:adnmin_api",

virtual _interfaces": "",

virtual storage_arrays": "",

vol unes": "",

vol une_at t achnent s:
vol ume_at t achnent s:
vol ume_att achnent s:
vol une_att achnent s:
vol unme_att achnents:
vol unmet ypes": "",

avail ability_zone:list": "",

v3: 0s-avail ability-zone:list": "",

avai lability_zone:detail": "rul e:adm n_api",

v3: 0s-avail ability-zone:detail": "rul e:adm n_api",
used limts for_adm n": "rul e:adm n_api",
v3:0s-used-limts": "",

v3:0s-used-limts:tenant": "rul e:adm n_api",

m grations:index": "rule:adm n_api",

v3: 0s-mgrations:index": "rule:adm n_api",

i ndex": "",
show': "",

create": ,
update": "",

del ete": ,

"vol ume: get _vol une_net adat a": ,

"vol une: get _snapshot ": ,
"vol une: get _al | _snapshot s": ,

"vol ume_ext ensi on: t ypes_nmanage" :
"vol ume_ext ensi on: types_extra_specs":
"vol ume_ext ensi on: vol une_adm n_acti ons: reset _status":

“"rul e: adm n_api ",

"vol ume_ext ensi on: snapshot _adm n_acti ons: reset _status":

"vol unme_ext ensi on: vol une_adm n_acti ons: force_del ete":

“rul e: adm n_api*

“rul e:adm n_api ",
"rul e: adm n_api ",
"rul e: adm n_api ",

"network:get_all": "",

"network:get": "",

"network:create": "",

"net wor k: del ete": "",

"net wor k: associ ate": ""

"net wor k: di sassoci ate": "",
"network:get_vifs_by_instance": "",

"network: al |l ocate_for_instance": "",

"net wor k: deal | ocate_for_instance": "",
"network: val i dat e_networks": "",

“network: get_instance_uuids_by ip_filter": "",
"net wor k: get _i nstance_i d_by_fl oati ng_address": "",
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"net wor k: set up_net wor ks_on_host": ,

"net wor k: get _backdoor _port": "",

"network: get _floating ip": "",

"network: get_floating_ ip_pools": "",
"network: get _floating ip_by address": "",
"network: get _floating ips_by project": "",
"network:get _floating_ ips_by fixed_address": "",
"network:all ocate floating_ ip": "",
"network: deal | ocate_floating_ip": "",

"net wor k: associ ate_floating_ip": "",

"net wor k: di sassoci ate_floating_ ip": "",
"network:rel ease _floating_ ip": "",
"network: mgrate_i nstance_start": "",
"networ k: m grate_i nstance_finish": "",
"network:get _fixed_ip": "",

"network: get _fixed_ ip_by address": "",
"network: add _fixed_ip_to_instance": "",
"network: renove_fixed_i p_from.instance": "",
"net wor k: add_network_to_project": "",
"networ k: get _i nstance_nw_info": "",

"net wor k: get _dns_donmi ns": "",

"network: add_dns_entry": "",

"network: nodi fy_dns_entry": "",

"network: del ete_dns_entry": "",

"network: get _dns_entries_by address": "",
"network: get _dns_entries_by_nanme": "",
"network:create_private_dns_domai n": "",

"net wor k: create_public_dns_donai n": ,
"net wor k: del et e_dns_donmi n":

}

Dashboard log files

The dashboard is served to users through the Apache web server (ht t pd).

As a result, dashboard-related logs appear in filesin the / var /| og/ ht t pd or/ var /| og/
apache2 directory on the system where the dashboard is hosted. The following table de-
scribes these files:

Table 4.1. Dashboard/httpd log files

Log file Description

access_| og Logs all attempts to access the web server.

error_| og Logs all unsuccessful attempts to access the web server, along with the
reason that each attempt failed.
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5. Database service

Table of Contents
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Configure the RPC messaging SYStEM .......oeiiiiiiiiiimiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeennenenes 369
New, updated and deprecated options in Kilo for Database service ............ccccoeeeeeeeennn. 373

The Database service provides a scalable and reliable Cloud Database-as-a-Service function-
ality for both relational and non-relational database engines.

The following tables provide a comprehensive list of the Database service configuration op-
tions.

Table 5.1. Description of API configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

adm n_rol es =adm n (ListOpt) Roles to add to an admin user.

api _paste_config=api-paste.ini (StrOpt) File name for the paste.deploy config for trove-
api.

bi nd_host =0.0.0.0 (StrOpt) IP address the API server will listen on.

bi nd_port =8779 (IntOpt) Port the API server will listen on.

bl ack_list_regex =None (StrOpt) Exclude IP addresses that match this regular ex-
pression.

db_api _i npl enent ati on= (StrOpt) API Implementation for Trove database access.

trove. db. sql al cheny. api

host nane_requi re_val i d_i p=True (BoolOpt) Require user hostnames to be valid IP addresses.

http_del ete_rate =200 (IntOpt) Maximum number of HTTP 'DELETE' requests (per
minute).

http_get_rate =200 (IntOpt) Maximum number of HTTP 'GET' requests (per
minute).

http_ngnt _post _rate =200 (IntOpt) Maximum number of management HTTP 'POST'
requests (per minute).

http_post_rate =200 (IntOpt) Maximum number of HTTP 'POST' requests (per
minute).

http_put_rate=200 (IntOpt) Maximum number of HTTP 'PUT' requests (per
minute).

injected_config_location=/etc/trovel/conf.d|(StrOpt) Path to folder on the Guest where config files will
be injected during instance creation.

i nst ances_page_si ze =20 (IntOpt) Page size for listing instances.

max_header _| i ne =16384 (IntOpt) Maximum line size of message headers to be ac-

cepted. max_header_line may need to be increased when
using large tokens (typically those generated by the Key-

stone v3 API with big service catalogs).

0s_regi on_namne = Regi onOne (StrOpt) Region name of this node. Used when searching
catalog.

regi on = LOCAL_DEV (StrOpt) The region this service is located.

t cp_keepi dl e =600 (IntOpt) Sets the value of TCP_KEEPIDLE in seconds for

each server socket. Not supported on OS X.
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Configuration option = Default value

Description

trove_api _wor kers =None

(IntOpt) Number of workers for the API service. The de-
fault will be the number of CPUs available.

trove_auth_url =http://0.0.0.0:5000/v2.0

(StrOpt) Trove authentication URL.

trove_conduct or _wor kers =None

(IntOpt) Number of workers for the Conductor service.
The default will be the number of CPUs available.

trove_security_group_name_prefix=SecG oup

(StrOpt) Prefix to use when creating Security Groups.

trove_security_group_rule_cidr =0.0.0.0/0

(StrOpt) CIDR to use when creating Security Group Rules.

trove_security_groups_support =True

(BoolOpt) Whether Trove should add Security Groups on
create.

users_page_si ze =20

(IntOpt) Page size for listing users.

Table 5.2. Description of authorization token configuration options

Configuration option = Default value

‘ Description

[keystone_authtoken]

admi n_passwor d =None

(StrOpt) Service user password.

adm n_t enant _nane =adnmin

(StrOpt) Service tenant name.

admi n_t oken = None

(StrOpt) This option is deprecated and may be removed
in a future release. Single shared secret with the Keystone
configuration used for bootstrapping a Keystone instal-
lation, or otherwise bypassing the normal authentication
process. This option should not be used, use “admin_user’
and “admin_password" instead.

admi n_user =None

(StrOpt) Service username.

aut h_adm n_prefix=

(StrOpt) Prefix to prepend at the beginning of the path.
Deprecated, use identity_uri.

aut h_host =127.0.0.1

(StrOpt) Host providing the admin Identity APl endpoint.
Deprecated, use identity_uri.

aut h_pl ugi n = None

(StrOpt) Name of the plugin to load

aut h_port =35357

(IntOpt) Port of the admin Identity APl endpoint. Depre-
cated, use identity_uri.

aut h_protocol =https

(StrOpt) Protocol of the admin Identity APl endpoint (http
or https). Deprecated, use identity_uri.

aut h_secti on =None

(StrOpt) Config Section from which to load plugin specific
options

aut h_uri =None

(StrOpt) Complete public Identity API endpoint.

aut h_ver si on = None

(StrOpt) API version of the admin Identity APl endpoint.

cache =None

(StrOpt) Env key for the swift cache.

cafil e=None

(StrOpt) A PEM encoded Certificate Authority to use when
verifying HTTPs connections. Defaults to system CAs.

certfil e=None

(StrOpt) Required if identity server requires client certifi-
cate

check_revocations_for_cached =Fal se

(BoolOpt) If true, the revocation list will be checked for
cached tokens. This requires that PKI tokens are config-
ured on the identity server.

del ay_aut h_deci si on =Fal se

(BoolOpt) Do not handle authorization requests within
the middleware, but delegate the authorization decision
to downstream WSGI components.

enf orce_t oken_bi nd = perm ssi ve

(StrOpt) Used to control the use and type of token bind-
ing. Can be set to: "disabled" to not check token binding.
"permissive" (default) to validate binding information if
the bind type is of a form known to the server and ignore
it if not. "strict" like "permissive" but if the bind type is un-
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Configuration option = Default value

Description

known the token will be rejected. "required" any form of
token binding is needed to be allowed. Finally the name of
a binding method that must be present in tokens.

hash_al gorit hns = md5

(ListOpt) Hash algorithms to use for hashing PKI tokens.
This may be a single algorithm or multiple. The algorithms
are those supported by Python standard hashlib.new().
The hashes will be tried in the order given, so put the pre-
ferred one first for performance. The result of the first
hash will be stored in the cache. This will typically be set to
multiple values only while migrating from a less secure al-
gorithm to a more secure one. Once all the old tokens are
expired this option should be set to a single value for bet-
ter performance.

http_connect _ti meout =None

(IntOpt) Request timeout value for communicating with
Identity API server.

http_request _nmax_retries=3

(IntOpt) How many times are we trying to reconnect
when communicating with Identity API Server.

identity_uri =None

(StrOpt) Complete admin Identity APl endpoint. This
should specify the unversioned root endpoint e.g. https://
localhost:35357/

i ncl ude_service_cat al og=True

(BoolOpt) (Optional) Indicate whether to set the X-Ser-
vice-Catalog header. If False, middleware will not ask for
service catalog on token validation and will not set the X-
Service-Catalog header.

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e =None

(StrOpt) Required if identity server requires client certifi-
cate

nmenctache_pool _conn_get _ti neout =10

(IntOpt) (Optional) Number of seconds that an operation
will wait to get a memcache client connection from the
pool.

nmencache_pool _dead_retry =300

(IntOpt) (Optional) Number of seconds memcached server
is considered dead before it is tried again.

nmencache_pool _maxsi ze =10

(IntOpt) (Optional) Maximum total number of open con-
nections to every memcached server.

nentache_pool _socket _ti neout =3

(IntOpt) (Optional) Socket timeout in seconds for commu-
nicating with a memcache server.

nmenctache_pool _unused_ti meout =60

(IntOpt) (Optional) Number of seconds a connection to
memcached is held unused in the pool before it is closed.

nentache_secret _key =None

(StrOpt) (Optional, mandatory if
memcache_security_strategy is defined) This string is used
for key derivation.

nmencache_security_strategy =None

(StrOpt) (Optional) If defined, indicate whether token da-
ta should be authenticated or authenticated and encrypt-
ed. Acceptable values are MAC or ENCRYPT. If MAC, to-
ken data is authenticated (with HMAC) in the cache. If EN-
CRYPT, token data is encrypted and authenticated in the
cache. If the value is not one of these options or empty,
auth_token will raise an exception on initialization.

nentache_use_advanced_pool =Fal se

(BoolOpt) (Optional) Use the advanced (eventlet safe)
memcache client pool. The advanced pool will only work
under python 2.x.

revocation_cache_tinme =10

(IntOpt) Determines the frequency at which the list of
revoked tokens is retrieved from the Identity service (in
seconds). A high number of revocation events combined
with a low cache duration may significantly reduce perfor-
mance.
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Configuration option = Default value

Description

si gni ng_di r = None

(StrOpt) Directory used to cache files related to PKI to-
kens.

t oken_cache_ti ne =300

(IntOpt) In order to prevent excessive effort spent validat-
ing tokens, the middleware caches previously-seen tokens
for a configurable duration (in seconds). Set to -1 to dis-
able caching completely.

Table 5.3. Description of backup configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backup_aes_chc_key =def aul t _aes_cbc_key

(StrOpt) Default OpenSSL aes_cbc key.

backup_chunk_si ze = 65536

(IntOpt) Chunk size (in bytes) to stream to the Swift con-
tainer. This should be in multiples of 128 bytes, since this
is the size of an md5 digest block allowing the process to
update the file checksum during streaming. See: http://
stackoverflow.com/questions/1131220/

backup_runner =
trove. guest agent . backup. backup_t ypes. | nnoBa

(StrOpt) Runner to use for backups.
CKkupEx

backup_runner _options ={}

(DictOpt) Additional options to be passed to the backup
runner.

backup_segment _max_si ze =2147483648

(IntOpt) Maximum size (in bytes) of each segment of the
backup file.

backup_swi ft_cont ai ner =dat abase_backups

(StrOpt) Swift container to put backups in.

backup_use_gzi p_conpressi on=True

(BoolOpt) Compress backups using gzip.

backup_use_openssl _encrypti on=True

(BoolOpt) Encrypt backups using OpenSSL.

backup_use_snet =Fal se

(BoolOpt) Send backup files over snet.

backups_page_si ze =20

(IntOpt) Page size for listing backups.

Table 5.4. Description of CA and SSL configuration options

Configuration option = Default value

‘ Description

[ssl]

ca_file=None

(StrOpt) CA certificate file to use to verify connecting
clients

cert_file=None

(StrOpt) Certificate file to use when starting the server se-
curely

key_fil e=None

(StrOpt) Private key file to use when starting the server se-
curely

Table 5.5. Description of clients configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

renote_ci nder_client =
trove. conmon. renot e. ci nder _cl i ent

(StrOpt) Client to send Cinder calls to.

renote_dns_client =
trove. common. renot e. dns_cl i ent

(StrOpt) Client to send DNS calls to.

renot e_guest _client =
trove. common. renpt e. guest _cl i ent

(StrOpt) Client to send Guest Agent calls to.

renote_heat _client =
trove. common. renot e. heat _cl i ent

(StrOpt) Client to send Heat calls to.
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Configuration option = Default value

Description

renote_neutron_client =
trove. conmon. renot e. neutron_cl i ent

(StrOpt) Client to send Neutron calls to.

renote_nova_client =
trove. common. renot e. nova_cl i ent

(StrOpt) Client to send Nova calls to.

remote_swift_client =
trove. comon. renmote. sw ft_client

(StrOpt) Client to send Swift calls to.

Table 5.6. Description of cluster configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

cluster_delete_tine_out =180

(IntOpt) Maximum time (in seconds) to wait for a cluster
delete.

cluster_usage_ti meout =675

(IntOpt) Maximum time (in seconds) to wait for a cluster
to become active.

cl usters_page_si ze =20

(IntOpt) Page size for listing clusters.

Table 5.7. Description of common configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

configurations_page_si ze =20

(IntOpt) Page size for listing configurations.

dat abases_page_si ze =20

(IntOpt) Page size for listing databases.

def aul t _dat ast ore = None

(StrOpt) The default datastore id or name to use if one is
not provided by the user. If the default value is None, the
field becomes required in the instance create request.

def aul t _neut ron_net wor ks =

(ListOpt) List of IDs for management networks which
should be attached to the instance regardless of what NICs
are specified in the create API call.

def aul t _password_| engt h =36

(IntOpt) Character length of generated passwords.

expected_filetype_suffixes=json

(ListOpt) Filetype endings not to be reattached to an ID by
the utils method correct_id_with_req.

host =0.0.0.0

(StrOpt) Host to listen for RPC messages.

nmencached_servers =None

(ListOpt) Memcached servers or None for in process cache.

pybasedir =/usr/1ib/python/site-pack-
ages/trove/trove

(StrOpt) Directory where the Trove python module is in-
stalled.

pydev_pat h = None

(StrOpt) Set path to pydevd library, used if pydevd is not
found in python sys.path.

t askmanager _queue =t asknmanager

(StrOpt) Message queue name the Taskmanager will listen
to.

tenpl ate_path=/etc/trove/tenpl at es/

(StrOpt) Path which leads to datastore templates.

usage_ti meout =600

(IntOpt) Maximum time (in seconds) to wait for a Guest to
become active.

[keystone_authtoken]

nencached_servers =None

(ListOpt) Optionally specify a list of memcached server(s)
to use for caching. If left undefined, tokens will instead be
cached in-process.

Table 5.8. Description of Compute configuration options

Configuration option = Default value

‘ Description

[DEFAULT]
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Configuration option = Default value

Description

i p_regex =None

(StrOpt) List IP addresses that match this regular expres-
sion.

nova_conput e_endpoi nt _type =publ i cURL

(StrOpt) Service endpoint type to use when searching cata-
log.

nova_conput e_servi ce_t ype = conput e

(StrOpt) Service type to use when searching catalog.

nova_conput e_url =None

(StrOpt) URL without the tenant segment.

root _grant =ALL

(ListOpt) Permissions to grant to the 'root' user.

root _grant_option=True

(BoolOpt) Assign the 'root' user GRANT permissions.

Table 5.9. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backdoor _port =None

(StrOpt) Enable eventlet backdoor. Acceptable values are
0, <port>, and <start>:<end>, where 0 results in listening
on a random tcp port number; <port> results in listening
on the specified port number (and not enabling backdoor
if that port is in use); and <start>:<end> results in listening
on the smallest unused port number within the specified
range of port numbers. The chosen port is displayed in the
service's log file.

backl og =4096

(IntOpt) Number of backlog requests to configure the
socket with

pydev_debug =di sabl ed

(StrOpt) Enable or disable pydev remote debugging. If val-
ue is 'auto' tries to connect to remote debugger server,
but in case of error continues running with debugging dis-
abled.

pydev_debug_host =None

(StrOpt) Pydev debug server host (localhost by default).

pydev_debug_port =None

(IntOpt) Pydev debug server port (5678 by default).

[profiler]

enabl ed = Fal se

(BoolOpt) If False fully disable profiling feature.

trace_sql al cheny =True

(BoolOpt) If False doesn't trace SQL requests.

Table 5.10. Description of DNS configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

dns_account _id=

(StrOpt) Tenant ID for DNSaaS.

dns_auth_url =

(StrOpt) Authentication URL for DNSaasS.

dns_domain_id=

(StrOpt) Domain ID used for adding DNS entries.

dns_domai n_nane =

(StrOpt) Domain name used for adding DNS entries.

dns_driver =trove. dns.driver.DnsDriver

(StrOpt) Driver for DNSaasS.

dns_endpoint _url =0.0.0.0

(StrOpt) Endpoint URL for DNSaaS.

dns_host nane =

(StrOpt) Hostname used for adding DNS entries.

dns_instance_entry_factory =
trove. dns. driver. Dnsl nstanceEntryFactory

(StrOpt) Factory for adding DNS entries.

dns_nanagenent _base_url =

(StrOpt) Management URL for DNSaaS.

dns_passkey =

(StrOpt) Passkey for DNSaasS.

dns_regi on=

(StrOpt) Region name for DNSaas.

dns_service_type=

(StrOpt) Service Type for DNSaasS.
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Configuration option = Default value

Description

dns_time_out =120

(IntOpt) Maximum time (in seconds) to wait for a DNS en-
try add.

dns_ttl =300

(IntOpt) Time (in seconds) before a refresh of DNS infor-
mation occurs.

dns_user nane =

(StrOpt) Username for DNSaasS.

trove_dns_support =Fal se

(BoolOpt) Whether Trove should add DNS entries on cre-
ate (using Designate DNSaasS).

Table 5.11. Description of guest agent configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

agent _cal | _hi gh_ti meout =60

(IntOpt) Maximum time (in seconds) to wait for Guest
Agent 'slow' requests (such as restarting the database).

agent _cal |l _|l ow_ timeout =5

(IntOpt) Maximum time (in seconds) to wait for Guest
Agent 'quick'requests (such as retrieving a list of users or
databases).

agent _heart beat _expiry =60

(IntOpt) Time (in seconds) after which a guest is consid-
ered unreachable

agent _heartbeat _tinme=10

(IntOpt) Maximum time (in seconds) for the Guest Agent
to reply to a heartbeat request.

agent _replication_snapshot_tineout =36000

(IntOpt) Maximum time (in seconds) to wait for taking a
Guest Agent replication snapshot.

guest _config=/etc/trove/trove-
guest agent . conf

(StrOpt) Path to the Guest Agent config file to be injected
during instance creation.

guest _i d =None

(StrOpt) ID of the Guest Instance.

guest _i nfo=guest _i nfo. conf

(StrOpt) The guest info filename found in the injected con-
fig location. If a full path is specified then it will be used as
the path to the guest info file

i gnor e_dbs =1 ost +f ound, #nysql 50#| ost
+found, nysqgl, information_schema

(ListOpt) Databases to exclude when listing databases.

i gnore_users =o0s_adm n, root

(ListOpt) Users to exclude when listing users.

nmount _opti ons =defaul ts, noati ne

(StrOpt) Options to use when mounting a volume.

st or age_nanespace =
trove. guest agent. strategi es. storage. swi ft

(StrOpt) Namespace to load the default storage strategy
from.

storage_strategy =Swi ft Storage

(StrOpt) Default strategy to store backups.

usage_sleep_tinme=5

(IntOpt) Time to sleep during the check for an active
Guest.

Table 5.12. Description of Orchestration module configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

heat _endpoi nt _type =publi cURL

(StrOpt) Service endpoint type to use when searching cata-
log.

heat _service_type=orchestration

(StrOpt) Service type to use when searching catalog.

heat _ti me_out =60

(IntOpt) Maximum time (in seconds) to wait for a Heat re-
quest to complete.

heat _url =None

(StrOpt) URL without the tenant segment.
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Table 5.13. Description of logging confi

guration options

Configuration option = Default value ‘ Description
[DEFAULT]
debug = Fal se (BoolOpt) Print debugging output (set logging level to DE-

BUG instead of default WARNING level).

defaul t _| og_| evel s =angp=WARN,

anmgpl i b=WARN, bot 0=WARN, gpi d=WARN,

sql al cheny=WARN, suds=Il NFQ,

osl 0. messagi ng=I NFO, i so8601=WARN,

request s. packages. urllib3. connecti onpool =WA
url i b3. connecti onpool =WARN,

websocket =WARN, keyst oneni ddl ewar e=WARN,
rout es. m ddl ewar e=WARN, st evedor e=\WARN

(ListOpt) List of logger=LEVEL pairs.

RN,

fatal _deprecations =Fal se

(BoolOpt) Enables or disables fatal status of deprecations.

format _options=-m5

(StrOpt) Options to use when formatting a volume.

i nstance_format ="[instance: %uuid)s] "

(StrOpt) The format for an instance that is passed with the
log message.

i nstance_uui d_format ="[i nst ance:

% uui d) s]

(StrOpt) The format for an instance UUID that is passed
with the log message.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f or mat = %/- %n %d % M %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

| og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| oggi ng_context _format_string=

% asctine)s. % nsecs) 03d % process)d

% | evel nane)s % nane)s [%request_id)s

% user _identity)s] %instance)s% nessage)s

(StrOpt) Format string to use for log messages with con-
text.

| oggi ng_debug_format _suffix=9%funcNane)s
% pat hnane) s: % | i neno)d

(StrOpt) Data to append to log format when level is DE-
BUG.

| oggi ng_default _format _string=9%asctine)s.
% nsecs) 03d % process)d % evel nane)s
% name)s [-] % i nstance)s% nmessage)s

(StrOpt) Format string to use for log messages without
context.

| oggi ng_exception_prefix=9%asctinme)s.
% nsecs) 03d % process)d TRACE % nane)s
% i nstance) s

(StrOpt) Prefix each line of exception output with this for-
mat.

net wor k_| abel _regex ="private$

(StrOpt) Regular expression to match Trove network la-
bels.

publ i sh_errors=Fal se

(BoolOpt) Enables or disables publication of error events.

syslog_log facility=LOG USER

(StrOpt) Syslog facility to receive log lines.

use_stderr =True

(BoolOpt) Log output to standard error.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.
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Configuration option = Default value

Description

use_sysl og_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

ver bose = Fal se

(BoolOpt) Print more verbose output (set logging level to
INFO instead of default WARNING level).

Table 5.14. Description of network configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

networ k_dri ver =
trove. net wor k. nova. NovaNet wor k

(StrOpt) Describes the actual network manager used for
the management of network attributes (security groups,
floating IPs, etc.).

neut ron_endpoi nt _t ype =publ i cURL

(StrOpt) Service endpoint type to use when searching cata-
log.

neutron_servi ce_t ype =net work

(StrOpt) Service type to use when searching catalog.

neut ron_url =None

(StrOpt) URL without the tenant segment.

Table 5.15. Description of nova configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

nova_proxy_adm n_pass =

(StrOpt) Admin password used to connect to Nova.

nova_proxy_adm n_t enant _nane =

(StrOpt) Admin tenant used to connect to Nova.

nova_proxy_adm n_user =

(StrOpt) Admin username used to connect to Nova.

Table 5.16. Description of quota configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

max_accept ed_vol une_si ze=5

(IntOpt) Default maximum volume size (in GB) for an in-
stance.

max_backups_per _user =50

(IntOpt) Default maximum number of backups created by
a tenant.

max_i nst ances_per _user =5

(IntOpt) Default maximum number of instances per ten-
ant.

max_vol umes_per _user =20

(IntOpt) Default maximum volume capacity (in GB) span-
ning across all Trove volumes per tenant.

quota_driver =
trove. quot a. quot a. DbQuot aDri ver

(StrOpt) Default driver to use for quota checks.

Table 5.17. Description of Redis configuration options

Configuration option = Default value

‘ Description

[matchmaker_redis]

host =127.0.0.1

(StrOpt) Host to locate redis.

passwor d = None

(StrOpt) Password for Redis server (optional).

port =6379

(IntOpt) Use this port to connect to redis host.

[matchmaker_ring]

ringfile=/etc/osl o/ matchmaker _ring.json

(StrOpt) Matchmaker ring file (JSON).
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Table 5.18. Description of swift configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

swi ft_endpoint _type=publicURL (StrOpt) Service endpoint type to use when searching cata-
log.

swi ft_service_type=object-store (StrOpt) Service type to use when searching catalog.

swift_url =None (StrOpt) URL ending in AUTH_.

Table 5.19. Description of taskmanager configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

cloudinit_location=/etc/trove/cloudinit (StrOpt) Path to folder with cloudinit scripts.

dat ast or e_manager = None (StrOpt) Manager class in the Guest Agent, set up by the

Taskmanager on instance provision.

datastore_registry_ext ={} (DictOpt) Extension for default datastore managers. Al-
lows the use of custom managers for each of the datas-
tores supported by Trove.

exists_notification_ticks=360 (IntOpt) Number of report_intervals to wait between
pushing events (see report_interval).

exi sts_notification_transformer =None (StrOpt) Transformer for exists notifications.

reboot _tinme_out =120 (IntOpt) Maximum time (in seconds) to wait for a server
reboot.

resize_time_out =600 (IntOpt) Maximum time (in seconds) to wait for a server
resize.

restore_usage_ti neout =36000 (IntOpt) Maximum time (in seconds) to wait for a Guest in-
stance restored from a backup to become active.

revert _time_out =600 (IntOpt) Maximum time (in seconds) to wait for a server
resize revert.

server_del ete_time_out =60 (IntOpt) Maximum time (in seconds) to wait for a server
delete.

state_change_wait_tine =180 (IntOpt) Maximum time (in seconds) to wait for a state
change.

updat e_status_on_fail =True (BoolOpt) Set the service and instance task statuses to ER-

ROR when an instance fails to become active within the
configured usage_timeout.

usage_sleep_tinme=5 (IntOpt) Time to sleep during the check for an active
Guest.

use_heat =Fal se (BoolOpt) Use Heat for provisioning.

use_nova_server_config_drive=Fal se (BoolOpt) Use config drive for file injection when booting
instance.

use_nova_server_vol ume = Fal se (BoolOpt) Whether to provision a Cinder volume for the

Nova instance.

verify_sw ft_checksumon_restore=True (BoolOpt) Enable verification of Swift checksum before
starting restore. Makes sure the checksum of original back-
up matches the checksum of the Swift backup file.

Table 5.20. Description of upgrades configuration options

Configuration option = Default value ‘ Description
[upgrade_levels]
conduct or =i cehouse (StrOpt) Set a version cap for messages sent to conductor
services
362



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty

ence

Configuration option = Default value

Description

guest agent =i cehouse

(StrOpt) Set a version cap for messages sent to guestagent
services

t askmanager =i cehouse

(StrOpt) Set a version cap for messages sent to taskmanag-
er services

Table 5.21. Description of volume configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

bl ock_devi ce_nmppi ng =vdb

(StrOpt) Block device to map onto the created instance.

ci nder _endpoi nt _t ype =publ i cURL

(StrOpt) Service endpoint type to use when searching cata-
log.

ci nder _servi ce_type =vol unev2

(StrOpt) Service type to use when searching catalog.

ci nder _url =None

(StrOpt) URL without the tenant segment.

ci nder _vol une_t ype = None

(StrOpt) Volume type to use when provisioning a Cinder
volume.

devi ce_path=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

trove_vol une_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

vol unme_format _ti neout =120

(IntOpt) Maximum time (in seconds) to wait for a volume
format.

vol ume_f stype =ext3

(StrOpt) File system type used to format a volume.

vol unme_ti me_out =60

(IntOpt) Maximum time (in seconds) to wait for a volume
attach.

Configure the database

Use the options to configure the used databases:

Table 5.22. Description of database configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

sql _query_Il oggi ng =Fal se

(BoolOpt) Allow insecure logging while executing queries
through SQLAIchemy.

[database]

connection=sqlite:///trove_test.sqlite

(StrOpt) SQL Connection.

idle_timout =3600

(IntOpt) No help text available for this option.

query_l og=Fal se

(BoolOpt) No help text available for this option.

Table 5.23. Description of Cassandra database configuration options

Configuration option = Default value

‘ Description

[cassandra]

backup_i ncremental _strategy={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace = None

(StrOpt) Namespace to load backup strategies from.
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Configuration option = Default value

Description

backup_strat egy = None

(StrOpt) Default strategy to perform backups.

devi ce_path=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

nmount _poi nt =/var/1ib/cassandra

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_strategy =None

(StrOpt) Default strategy for replication.

rest or e_nanespace = None

(StrOpt) Namespace to load restore strategies from.

tcp_ports=7000, 7001, 9042, 9160

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

Table 5.24. Description of Couchbase database configuration options

Configuration option = Default value ‘

Description

[couchbase]

backup_i ncrenmental _strategy={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace =
trove. guest agent . strat egi es. backup. experi ne

(StrOpt) Namespace to load backup strategies from.
nt al . couchbase_i npl

backup_strat egy = CoBackup

(StrOpt) Default strategy to perform backups.

devi ce_path=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

nmount _poi nt =/var/1ib/couchbase

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_strategy =None

(StrOpt) Default strategy for replication.

rest ore_nanespace =
trove. guest agent. strategi es.restore. experi m

(StrOpt) Namespace to load restore strategies from.
ent al . couchbase_i npl

root_on_create=True

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the 'password' field.

tcp_ports=8091, 8092, 4369, 11209-11211,
21100- 21199

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

[couchdb]

backup_i ncrenmental _strategy={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace = None

(StrOpt) Namespace to load backup strategies from.

backup_strat egy = None

(StrOpt) Default strategy to perform backups.

devi ce_path=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.
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Configuration option = Default value

Description

nmount _poi nt =/var/1ib/couchdb

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_strategy =None

(StrOpt) Default strategy for replication.

rest ore_nanespace = None

(StrOpt) Namespace to load restore strategies from.

root_on_create =Fal se

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the "password" field.

tcp_ports =5984

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

Table 5.25. Description of DB2 database configuration options

Configuration option = Default value

‘ Description

[db2]

backup_i ncremental _strategy={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace = None

(StrOpt) Namespace to load backup strategies from.

backup_strat egy = None

(StrOpt) Default strategy to perform backups.

devi ce_pat h=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

i gnore_users =PUBLI C, DB2l NST1

(ListOpt) No help text available for this option.

nmount _poi nt =/ hone/ db2i nst 1/ db2i nst 1

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_strategy =None

(StrOpt) Default strategy for replication.

rest or e_nanespace = None

(StrOpt) Namespace to load restore strategies from.

root _on_create=Fal se

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the 'password' field.

tcp_ports =50000

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

Table 5.26. Description of MongoDB database configuration options

Configuration option = Default value

‘ Description

[mongodb]

api _strategy =
trove. common. strat egi es. cl ust er. experi nenta

(StrOpt) Class that implements datastore-specific API logic.
. mongodb. api . MongoDbAPI St r at egy
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Configuration option = Default value

Description

backup_i ncremental _strategy ={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace = None

(StrOpt) Namespace to load backup strategies from.

backup_strat egy = None

(StrOpt) Default strategy to perform backups.

cl uster_support =True

(BoolOpt) Enable clusters to be created and managed.

devi ce_pat h=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

guest agent _strategy =
trove. common. strat egi es. cl ust er. experi nenta

(StrOpt) Class that implements datastore-specific Guest
AgemighPldogigest agent . MongoDbGuest Agent St r at e|

ay

nmount _poi nt =/var/1ib/nongodb

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

num confi g_servers_per_cluster =3

(IntOpt) The number of config servers to create per clus-
ter.

num query_routers_per_cluster =1

(IntOpt) The number of query routers (mongos) to create
per cluster.

replication_strategy =None

(StrOpt) Default strategy for replication.

rest or e_nanespace = None

(StrOpt) Namespace to load restore strategies from.

t askmanager _strategy =
trove. common. strat egi es. cl ust er. experi nenta

(StrOpt) Class that implements datastore-specific task
mianagedbgicaskmanager . MongoDbTaskManager St r a

t egy

tcp_ports =2500, 27017

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UPD ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for

datadir.

Table 5.27. Description of MySQL database configuration options

Configuration option = Default value ‘

Description

[mysql]

backup_i ncrenmental _strategy ={'|nnoBacku-
pEX' : 'l nnoBackupEx| ncrenmental '}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an
incremental backup, the runner will use the default full
backup.

backup_nanespace =
trove. guest agent . strat egi es. backup. nysql _i n

(StrOpt) Namespace to load backup strategies from.
pl

backup_strategy =1 nnoBackupEx

(StrOpt) Default strategy to perform backups.

devi ce_path=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

nmount _poi nt =/var/lib/ nmysql

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_namespace =
trove. guest agent. strategi es.replication.nys

(StrOpt) Namespace to load replication strategies from.
ol _gtid

replication_strategy =Msql GTl DRepl i cati on

(StrOpt) Default strategy for replication.

rest ore_nanespace =
trove. guest agent.strategi es.restore. nysql _i

(StrOpt) Namespace to load restore strategies from.
pl

root _on_create =Fal se

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-

sponse of instance-create as the 'password' field.
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Configuration option = Default value

Description

tcp_ports =3306

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

usage_ti meout =400

(IntOpt) Maximum time (in seconds) to wait for a Guest to
become active.

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

Table 5.28. Description of Percona data

base configuration options

Configuration option = Default value

‘ Description

[perconal

backup_i ncrenmental _strategy ={'|nnoBacku-
pEx' : 'l nnoBackupEx| ncrenmental '}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an
incremental backup, the runner will use the default full
backup.

backup_nanespace =
trove. guest agent . strat egi es. backup. nysql _i n

(StrOpt) Namespace to load backup strategies from.
pl

backup_strat egy =1 nnoBackupEx

(StrOpt) Default strategy to perform backups.

devi ce_path=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

nmount _poi nt =/var/lib/ nysql

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_namespace =
trove. guest agent. strategi es.replication.nys

(StrOpt) Namespace to load replication strategies from.
ol _gtid

replication_password=NETOU7897NNLCU

(StrOpt) Password for replication slave user.

replication_strategy=Msql GTl DReplication

(StrOpt) Default strategy for replication.

replication_user =sl ave_user

(StrOpt) Userid for replication slave.

rest ore_nanmespace =
trove. guest agent. strategi es.restore. nysql _i

(StrOpt) Namespace to load restore strategies from.
pl

root _on_create =Fal se

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the 'password' field.

tcp_ports =3306

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

usage_ti meout =450

(IntOpt) Maximum time (in seconds) to wait for a Guest to
become active.

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

Table 5.29. Description of PostgreSQL database configuration options

Configuration option = Default value

‘ Description

[postgresql]
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Configuration option = Default value

Description

backup_i ncremental _strategy ={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace =
trove. guest agent . strat egi es. backup. experi ne

(StrOpt) Namespace to load backup strategies from.
nt al . post gresql _i npl

backup_strat egy = PgDunp

(StrOpt) Default strategy to perform backups.

devi ce_pat h=/dev/vdb

(StrOpt) No help text available for this option.

i gnore_dbs =postgres

(ListOpt) No help text available for this option.

i gnore_users =0s_adni n, postgres, root

(ListOpt) No help text available for this option.

nmount _poi nt =/var/ i b/ postgresql

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

rest or e_namespace =
trove. guest agent . strat egi es. rest ore. experi m

(StrOpt) Namespace to load restore strategies from.
pnt al . post gresql _i npl

root _on_create =Fal se

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the 'password' field.

tcp_ports =5432

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UPD ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for

datadir.

Table 5.30. Description of Redis databa

se configuration options

Configuration option = Default value

‘ Description

[redis]

backup_i ncrenmental _strategy={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace = None

(StrOpt) Namespace to load backup strategies from.

backup_strat egy = None

(StrOpt) Default strategy to perform backups.

devi ce_pat h =None

(StrOpt) Device path for volume if volume support is en-
abled.

mount _point =/var/lib/redis

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

replication_strategy =None

(StrOpt) Default strategy for replication.

rest or e_nanespace = None

(StrOpt) Namespace to load restore strategies from.

tcp_ports=6379

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =Fal se

(BoolOpt) Whether to provision a Cinder volume for
datadir.
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Table 5.31. Description of Vertica database configuration options

Configuration option = Default value

‘ Description

[vertica]

api _strategy =
trove. common. strat egi es. cl ust er. experi nenta

(StrOpt) Class that implements datastore-specific API logic.
.vertica. api.VerticaAPI Strategy

backup_i ncrenent al _strategy ={}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

backup_nanespace = None

(StrOpt) Namespace to load backup strategies from.

backup_strat egy =None

(StrOpt) Default strategy to perform backups.

cl ust er_menber _count =3

(IntOpt) Number of members in Vertica cluster.

cl uster_support =True

(BoolOpt) Enable clusters to be created and managed.

devi ce_pat h=/dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

guest agent _strategy =
trove. common. strat egi es. cl ust er. experi nenta

(StrOpt) Class that implements datastore-specific Guest
Aygent ARldogicest agent . Verti caGuest Agent Str at e|

ay

nmount _point =/var/lib/vertica

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

readahead_si ze =2048

(IntOpt) Size(MB) to be set as readahead_size for data vol-
ume

replication_strategy =None

(StrOpt) Default strategy for replication.

rest or e_nanespace = None

(StrOpt) Namespace to load restore strategies from.

t askmanager _strategy =
trove. common. strat egi es. cl ust er. experi nenta

(StrOpt) Class that implements datastore-specific task
maeagerclagicaskmanager . Verti caTaskManager Str a

t egy

tcp_ports =5433, 5434, 22, 5444, 5450, 4803

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

udp_ports =5433, 4803, 4804, 6453

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

vol ume_support =True

(BoolOpt) Whether to provision a Cinder volume for

datadir.

Configure the RPC messaging system

OpenStack projects use an open standard for

messaging middleware known as AMQP. This

messaging middleware enables the OpenStack services that run on multiple servers to talk

to each other. OpenStack Trove RPC supports
Qpid, and ZeroMQ.

Configure RabbitMQ

Use these options to configure the RabbitMQ

three implementations of AMQP: RabbitMQ,

messaging system:

Table 5.32. Description of RabbitMQ configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_rabbit]

angp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

amgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.
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Configuration option = Default value

Description

fake_rabbit =Fal se

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

heartbeat _rate=2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

heart beat _tineout_threshold=0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqgp>=1.4.0). EXPERIMENTAL

kombu_reconnect _delay=1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

konbu_ssl _ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).

konbu_ssl _certfile=

(StrOpt) SSL cert file (valid only if SSL enabled).

konmbu_ssl _keyfile=

(StrOpt) SSL key file (valid only if SSL enabled).

kombu_ssl _version=

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

rabbi t _ha_queues =Fal se

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

rabbi t _host =1 ocal host

(StrOpt) The RabbitMQ broker address where a single
node is used.

rabbit _hosts =%$rabbit_host: $rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

rabbit _| ogi n_net hod = AMQPLAI N

(StrOpt) The RabbitMQ login method.

rabbit_max_retries=0

(IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

rabbi t _password =guest

(StrOpt) The RabbitMQ password.

rabbit _port =5672

(IntOpt) The RabbitMQ broker port where a single node is
used.

rabbit_retry_backoff =2

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.

rabbit_retry_interval =1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

rabbit _use_ssl =Fal se

(BoolOpt) Connect over SSL for RabbitMQ.

rabbit _userid=guest

(StrOpt) The RabbitMQ userid.

rabbit _virtual _host =/

(StrOpt) The RabbitMQ virtual host.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Configure Qpid

Use these options to configure the Qpid messaging system:

Table 5.33. Description of Qpid configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_gpid]

amgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

gpi d_heart beat =60

(IntOpt) Seconds between connection keepalive heart-
beats.

gpi d_host nanme =1 ocal host

(StrOpt) Qpid broker hostname.
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Configuration option = Default value Description

gpi d_host s =$qpi d_host nane: $qpi d_port (ListOpt) Qpid HA cluster host:port pairs.

gpi d_password = (StrOpt) Password for Qpid connection.

gpi d_port =5672 (IntOpt) Qpid broker port.

gpi d_protocol =tcp (StrOpt) Transport to use, either ‘tcp' or 'ssl'.

gpi d_receiver_capacity=1 (IntOpt) The number of prefetched messages held by re-
ceiver.

gpi d_sasl _nechani sns = (StrOpt) Space separated list of SASL mechanisms to use
for auth.

gpi d_t cp_nodel ay = True (BoolOpt) Whether to disable the Nagle algorithm.

gpi d_t opol ogy_version=1 (IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-
ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

gpi d_user name = (StrOpt) Username for Qpid connection.

rpc_conn_pool _size=30 (IntOpt) Size of RPC connection pool.

Configure ZeroMq
Use these options to configure the ZeroMq messaging system:

Table 5.34. Description of ZeroMQ configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

rpc_zng_bi nd_address =* (StrOpt) ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zng_contexts=1 (IntOpt) Number of ZeroMQ contexts, defaults to 1.

rpc_zng_host =1 ocal host (StrOpt) Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_zng_i pc_dir =/var/run/ openst ack (StrOpt) Directory for holding IPC sockets.

rpc_znyg_mat chmaker =1 ocal (StrOpt) MatchMaker driver.

rpc_zng_port =9501 (IntOpt) ZeroMQ receiver listening port.

rpc_zny_t opi c_backl og =None (IntOpt) Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.

Configure messaging

Use these common options to configure the RabbitMQ, Qpid, and ZeroMq messaging
drivers:

Table 5.35. Description of AMQP configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
conduct or _nmanager = (StrOpt) Qualified class name to use for conductor manag-
trove. conduct or. manager . Manager er.
conduct or _queue =t rove-conduct or (StrOpt) Message queue name the Conductor will listen
on.
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Configuration option = Default value

Description

control _exchange =openst ack

(StrOpt) The default exchange under which topics are
scoped. May be overridden by an exchange name speci-
fied in the transport_url option.

notification_driver =[]

(MultiStrOpt) Driver or drivers to handle sending notifica-
tions.

notification_service_id={"ver-

tica': 'aBd805ae-a3b2-c4fd-gbh23-
b62cee520lae', 'db2':
aaab-c62aa97523b5'

"mysql '
abbb65bc084b', ' couchbase':

' ¢8c907af - 7375- 456f -
' couchdb' :

' mongodb' :
b929- b637f f 9209ee’ ,

'redis': 'b216ffc5-1947-456¢-
adcf - 70f 94c05f 7d0', 'cassandra':

' e040cd37- 263d- 4869-
'postgresql':
'ac277e0d- 4f 21- 40aa- b347- 1ea31e571720' ,
' 2f 3f f 068- 2bf b- 4f 70- 9a9d-

' f a62f e68- 74d9- 4779- a24e- 36f 19602c415' ,

' f 0a9ab7b- 66f 7- 4352-93d7- 071521d44c7c' ,

' 459a230d- 4e97- 4344- 9067- 2a54a310b0ed' }

(DictOpt) Unique ID to tag notification events.

notification_topics=notifications

(ListOpt) AMQP topic used for OpenStack notifications.

transport _url =None

(StrOpt) A URL representing the messaging driver to use
and its full configuration. If not set, we fall back to the

rpc_backend option and driver specific configuration.

Table 5.36. Description of RPC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

mat chmaker _heartbeat _freq=300

(IntOpt) Heartbeat frequency.

mat chnaker _heartbeat _ttl =600

(IntOpt) Heartbeat time-to-live.

numtries=3

(IntOpt) Number of times to check if a volume exists.

report_interval =10

(IntOpt) The interval (in seconds) which periodic tasks are
run.

rpc_backend =r abbi t

(StrOpt) The messaging driver to use, defaults to rabbit.
Other drivers include gpid and zmg.

rpc_cast _tinmeout =30

(IntOpt) Seconds to wait before a cast expires (TTL). Only
supported by impl_zmg.

rpc_response_ti meout =60

(IntOpt) Seconds to wait for a response from a call.

rpc_t hread_pool _si ze =64

(IntOpt) Size of RPC thread pool.

[oslo_messaging_amqp]

al l ow_i nsecure_clients=Fal se

(BoolOpt) Accept clients using either SSL or plain TCP

br oadcast _prefi x =broadcast

(StrOpt) address prefix used when broadcasting to all
servers

cont ai ner _nane = None

(StrOpt) Name for the AMQP container

group_request _prefix=uni cast

(StrOpt) address prefix when sending to any server in
group

ide_timout =0

(IntOpt) Timeout for inactive connections (in seconds)

server _request _prefix =excl usive

(StrOpt) address prefix used when sending to a specific
server

ssl _ca file=

(StrOpt) CA certificate PEM file to verify server certificate

ssl _cert _file=

(StrOpt) Identifying certificate PEM file to present to
clients

ssl _key_files=

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate
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Configuration option = Default value

Description

ssl _key_passwor d = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

trace =Fal se

(BoolOpt) Debug: dump AMQP frames to stdout

New, updated and deprecated options in Kilo for
Database service

Table 5.37. New options

Option = default value
[DEFAULT] agent_heartbeat_expiry = 60

(Type) Help string

(IntOpt) Time (in seconds) after which a guest is consid-
ered unreachable

[DEFAULT] cinder_endpoint_type = publicURL

(StrOpt) Service endpoint type to use when searching cata-
log.

[DEFAULT] guest_info = guest_info.conf

(StrOpt) The guest info filename found in the injected con-
fig location. If a full path is specified then it will be used as
the path to the guest info file

[DEFAULT] heat_endpoint_type = publicURL

(StrOpt) Service endpoint type to use when searching cata-
log.

[DEFAULT] injected_config_location = /etc/trove/conf.d

(StrOpt) Path to folder on the Guest where config files will
be injected during instance creation.

[DEFAULT] neutron_endpoint_type = publicURL

(StrOpt) Service endpoint type to use when searching cata-
log.

[DEFAULT] nova_compute_endpoint_type = publicURL

(StrOpt) Service endpoint type to use when searching cata-
log.

[DEFAULT] swift_endpoint_type = publicURL

(StrOpt) Service endpoint type to use when searching cata-
log.

[DEFAULT] transport_url = None

(StrOpt) A URL representing the messaging driver to use
and its full configuration. If not set, we fall back to the
rpc_backend option and driver specific configuration.

[couchdb] backup_incremental_strategy = {}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

[couchdb] backup_namespace = None

(StrOpt) Namespace to load backup strategies from.

[couchdb] backup_strategy = None

(StrOpt) Default strategy to perform backups.

[couchdb] device_path = /dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

[couchdb] mount_point = /var/lib/couchdb

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

[couchdb] replication_strategy = None

(StrOpt) Default strategy for replication.

[couchdb] restore_namespace = None

(StrOpt) Namespace to load restore strategies from.

[couchdb] root_on_create = False

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the "password" field.

[couchdb] tcp_ports = 5984

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

[couchdb] udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).
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Option = default value

[couchdb] volume_support = True

(Type) Help string

(BoolOpt) Whether to provision a Cinder volume for
datadir.

[database] connection = sqlite:///trove_test.sqlite

(StrOpt) SQL Connection.

[database] idle_timeout = 3600

(IntOpt) None

[database] query_log = False

(BoolOpt) None

[db2] backup_incremental_strategy = {}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

[db2] backup_namespace = None

(StrOpt) Namespace to load backup strategies from.

[db2] backup_strategy = None

(StrOpt) Default strategy to perform backups.

[db2] device_path = /dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

[db2] ignore_users = PUBLIC, DB2INST1

(ListOpt) None

[db2] mount_point = /home/db2inst1/db2inst1

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

[db2] replication_strategy = None

(StrOpt) Default strategy for replication.

[db2] restore_namespace = None

(StrOpt) Namespace to load restore strategies from.

[db2] root_on_create = False

(BoolOpt) Enable the automatic creation of the root user
for the service during instance-create. The generated pass-
word for the root user is immediately returned in the re-
sponse of instance-create as the 'password' field.

[db2] tcp_ports = 50000

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

[db2] udp_ports =

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

[db2] volume_support = True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

[oslo_messaging_amgp] allow_insecure_clients = False

(BoolOpt) Accept clients using either SSL or plain TCP

[oslo_messaging_amqgp] broadcast_prefix = broadcast

(StrOpt) address prefix used when broadcasting to all
servers

[oslo_messaging_amqp] container_name = None

(StrOpt) Name for the AMQP container

[oslo_messaging_amgp] group_request_prefix = unicast

(StrOpt) address prefix when sending to any server in
group

[oslo_messaging_amgp] idle_timeout = 0

(IntOpt) Timeout for inactive connections (in seconds)

[oslo_messaging_amqgp] server_request_prefix = exclusive

(StrOpt) address prefix used when sending to a specific
server

[oslo_messaging_amqp] ssl_ca_file =

(StrOpt) CA certificate PEM file to verify server certificate

[oslo_messaging_amqp] ssl_cert_file =

(StrOpt) Identifying certificate PEM file to present to
clients

[oslo_messaging_amqp] ssl_key_file =

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

[oslo_messaging_amqgp] ssl_key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

[oslo_messaging_amqp] trace = False

(BoolOpt) Debug: dump AMQP frames to stdout

[oslo_messaging_gpid] amqp_auto_delete = False

(BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_gpid] amqgp_durable_queues = False

(BoolOpt) Use durable queues in AMQP.

[oslo_messaging_gpid] qpid_heartbeat = 60

(IntOpt) Seconds between connection keepalive heart-
beats.

[oslo_messaging_gpid] qpid_hostname = localhost

(StrOpt) Qpid broker hostname.
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Option = default value (Type) Help string
[oslo_messaging_gpid] gpid_hosts = $qpid_hostname: (ListOpt) Qpid HA cluster host:port pairs.
$qpid_port
[oslo_messaging_gpid] qpid_password = (StrOpt) Password for Qpid connection.
[oslo_messaging_qgpid] qpid_port = 5672 (IntOpt) Qpid broker port.
[oslo_messaging_gpid] qpid_protocol = tcp (StrOpt) Transport to use, either ‘tcp' or 'ssl'.
[oslo_messaging_gpid] qpid_receiver_capacity = 1 (IntOpt) The number of prefetched messages held by re-
ceiver.
[oslo_messaging_gpid] gpid_sasl_mechanisms = (StrOpt) Space separated list of SASL mechanisms to use
for auth.
[oslo_messaging_gpid] qpid_tcp_nodelay = True (BoolOpt) Whether to disable the Nagle algorithm.
[oslo_messaging_gpid] qpid_topology_version = 1 (IntOpt) The gpid topology version to use. Version 1 is

what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

[oslo_messaging_gpid] qpid_username = (StrOpt) Username for Qpid connection.
[oslo_messaging_gpid] rpc_conn_pool_size = 30 (IntOpt) Size of RPC connection pool.
[oslo_messaging_rabbit] amgp_auto_delete = False (BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_rabbit] amqp_durable_queues = False (BoolOpt) Use durable queues in AMQP.

[oslo_messaging_rabbit] fake_rabbit = False (BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

[oslo_messaging_rabbit] heartbeat_rate = 2 (IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

[oslo_messaging_rabbit] heartbeat_timeout_threshold = 0 | (IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqgp>=1.4.0). EXPERIMENTAL

[oslo_messaging_rabbit] kombu_reconnect_delay = 1.0 (FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

[oslo_messaging_rabbit] kombu_ssl_ca_certs = (StrOpt) SSL certification authority file (valid only if SSL en-
abled).

[oslo_messaging_rabbit] kombu_ssl_certfile = (StrOpt) SSL cert file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_keyfile = (StrOpt) SSL key file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_version = (StrOpt) SSL version to use (valid only if SSL enabled). Valid

values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

[oslo_messaging_rabbit] rabbit_ha_queues = False (BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

[oslo_messaging_rabbit] rabbit_host = localhost (StrOpt) The RabbitMQ broker address where a single
node is used.

[oslo_messaging_rabbit] rabbit_hosts = $rabbit_host: (ListOpt) RabbitMQ HA cluster host:port pairs.

$rabbit_port

[oslo_messaging_rabbit] rabbit_login_method = AMQ- (StrOpt) The RabbitMQ login method.

PLAIN

[oslo_messaging_rabbit] rabbit_max_retries = 0 (IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

[oslo_messaging_rabbit] rabbit_password = guest (StrOpt) The RabbitMQ password.

[oslo_messaging_rabbit] rabbit_port = 5672 (IntOpt) The RabbitMQ broker port where a single node is
used.
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Option = default value

[oslo_messaging_rabbit] rabbit_retry_backoff = 2

(Type) Help string

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.

[oslo_messaging_rabbit] rabbit_retry_interval = 1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

[oslo_messaging_rabbit] rabbit_use_ssl = False

(BoolOpt) Connect over SSL for RabbitMQ.

[oslo_messaging_rabbit] rabbit_userid = guest

(StrOpt) The RabbitMQ userid.

[oslo_messaging_rabbit] rabbit_virtual_host = /

(StrOpt) The RabbitMQ virtual host.

[oslo_messaging_rabbit] rpc_conn_pool_size = 30

(IntOpt) Size of RPC connection pool.

[profiler] enabled = False

(BoolOpt) If False fully disable profiling feature.

[profiler] trace_sqglalchemy = True

(BoolOpt) If False doesn't trace SQL requests.

[upgrade_levels] conductor = icehouse

(StrOpt) Set a version cap for messages sent to conductor
services

[upgrade_levels] guestagent = icehouse

(StrOpt) Set a version cap for messages sent to guestagent
services

[upgrade_levels] taskmanager = icehouse

(StrOpt) Set a version cap for messages sent to taskmanag-
er services

[vertica] api_strategy =
trove.common.strategies.cluster.experimental.vertica.api.Ve

(StrOpt) Class that implements datastore-specific API logic.
articaAPIStrategy

[vertica] backup_incremental_strategy = {}

(DictOpt) Incremental Backup Runner based on the de-
fault strategy. For strategies that do not implement an in-
cremental, the runner will use the default full backup.

[vertica] backup_namespace = None

(StrOpt) Namespace to load backup strategies from.

[vertica] backup_strategy = None

(StrOpt) Default strategy to perform backups.

[vertica] cluster_member_count = 3

(IntOpt) Number of members in Vertica cluster.

[vertica] cluster_support = True

(BoolOpt) Enable clusters to be created and managed.

[vertica] device_path = /dev/vdb

(StrOpt) Device path for volume if volume support is en-
abled.

[vertica] guestagent_strategy =
trove.common.strategies.cluster.experimental.vertica.guest|

(StrOpt) Class that implements datastore-specific Guest
afgahi/ARidaGiaestAgentStrategy

[vertica] mount_point = /var/lib/vertica

(StrOpt) Filesystem path for mounting volumes if volume
support is enabled.

[vertica] readahead_size = 2048

(IntOpt) Size(MB) to be set as readahead_size for data vol-
ume

[vertica] replication_strategy = None

(StrOpt) Default strategy for replication.

[vertica] restore_namespace = None

(StrOpt) Namespace to load restore strategies from.

[vertica] taskmanager_strategy =
trove.common.strategies.cluster.experimental.vertica.taskm

(StrOpt) Class that implements datastore-specific task
anagagMddgiaTaskManagerStrategy

[vertica] tcp_ports = 5433, 5434, 22, 5444, 5450, 4803

(ListOpt) List of TCP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

[vertica] udp_ports = 5433, 4803, 4804, 6453

(ListOpt) List of UDP ports and/or port ranges
to open in the security group (only applicable if
trove_security_groups_support is True).

[vertica] volume_support = True

(BoolOpt) Whether to provision a Cinder volume for
datadir.

Table 5.38. New default values

Option Previous default va

[DEFAULT] default_log_levels
boto=WARN, qpid=
sglalchemy=WARN,

amqp=WARN, amgplib=WARN,

lue New default value
amgp=WARN, amgplib=WARN,
boto=WARN, qpid=WARN,
sglalchemy=WARN, suds=INFO,

WARN,
suds=INFO,
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Option

Previous default value

oslo.messaging=INFO,

iso8601=WARN,
requests.packages.urllib3.connectionpg
urllib3.connectionpool=WARN,
websocket=WARN

New default value
oslo.messaging=INFO,

iso8601=WARN,
obelisRiNpackages.urllib3.connectionpg
urllib3.connectionpool=WARN,
websocket=WARN,
keystonemiddleware=WARN,
routes.middleware=WARN,
stevedore=WARN

[DEFAULT] guest_config

$pybasedir/etc/trove/trove-
guestagent.conf.sample

/etc/trove/trove-guestagent.conf

[DEFAULT] ignore_dbs

lost+found, mysq|,
information_schema

lost+found, #mysql50#lost+found,
mysq|, information_schema

[DEFAULT] notification_service_id

{'postgresql'": 'ac277e0d-4f21-40aa-
b347-1ea31e571720', 'couch-
base": 'fa62fe68-74d9-4779-
a24e-36f19602c415', 'mon-

godb': 'c8c907af-7375-456f-
0929-b637ff9209e¢€’, 're-

dis": 'b216ffc5-1947-456¢-
a4cf-70f94c05f7d0", 'mysql":
'2f3ff068-2bfb-4f70-9a9d-
abbb65bc084b', 'cassandra':
'459a230d-4€97-4344-9067-2a54a310b(

{'vertica": 'a8d805ae-a3b2-
c4fd-gb23-b62cee5201ae’,
'db2": 'e040cd37-263d-4869-
aaab-c62aa97523b5", 'post-
gresql": 'ac277e0d-4f21-40aa-
b347-1ea31e571720', 'mysql":
'2f3ff068-2bfb-4f70-9a9d-
abbb65bc084b', 'couch-
base': 'fa62fe68-74d9-4779-
a24e-36f19602c415', 'mon-
)gddb'": 'c8c907af-7375-456f-
b929-b637ff9209e¢€', 'couchdb':

'redis": 'b216ffc5-1947-456¢-
a4cf-70f94c05f7d0', 'cassandra":

[DEFAULT] os_region_name

None

RegionOne

[DEFAULT] rpc_backend

trove.openstack.common.rpc.impl_kon

nkabbit

[DEFAULT] rpc_zmq_matchmaker

trove.openstack.common.rpc.matchmg

kecdlatchMakerLocalhost

[couchbase] backup_namespace

trove.guestagent.strategies.backup.coy

ithdoasguiespdgent.strategies.backup.exg

[couchbase] restore_namespace

trove.guestagent.strategies.restore.cou

thivesgyuegbbgent.strategies.restore.exp

[mongodb] api_strategy

trove.common.strategies.mongodb.api

- MorgorbmpBISsateaggies.cluster.experi

[mongodb] guestagent_strategy

trove.common.strategies.mongodb.guettagent MoongodizGegss \dastSt eageenyi|

[mongodb] taskmanager_strategy

trove.common.strategies.mongodb.tas|

[mysql] replication_namespace

trove.guestagent.strategies.replication

rirgscg. dninbbagent.strategies.replication

[mysql] replication_strategy

MysgqlIBinlogReplication

MysqlGTIDReplication

[percona] replication_namespace

trove.guestagent.strategies.replication

rirgsal. dpinbbggent.strategies.replication

[percona] replication_strategy

MysgqlIBinlogReplication

MysqlGTIDReplication

ol=WARN,

'f0a9ab7b-66f7-4352-93d7-071521d44c/c,

'459a230d-4€97-4344-9067-2a54a310b0ed'}

verimental.couchbase.
erimental.couchbase_

mental.mongodb.api.

rnental.mongodb.gue
IdmmeagﬂnMongt!Dbé’gidlenge@ipaﬁbgyntaI.mongodb.task

mysql_gtid

mysql_gtid

[postgresql] backup_namespace

trove.guestagent.strategies.backup.po:

tgoesgduesphgent.strategies.backup.exy

erimental.postgresq|l_

[postgresql] restore_namespace

trove.guestagent.strategies.restore.po

tmoesrbuegthgent.strategies.restore.exy

erimental.postgresql_

Table 5.39. Deprecated options

Deprecated option
[DEFAULT] use_syslog

New Option

None

[rpc_notifier2] topics

[DEFAULT] notification_topics

[DEFAULT] sql_query_log

[database] query_log

[DEFAULT] sql_connection

[database] connection

[DEFAULT] sql_idle_timeout

[database] idle_timeout

[DEFAULT] log_format

None
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The Data processing service (sahara) provides a scalable data-processing stack and associat-
ed management interfaces.

The following tables provide a comprehensive list of the Data processing service configura-
tion options.

Table 6.1. Description of AMQP configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
control _exchange = openst ack (StrOpt) The default exchange under which topics are

scoped. May be overridden by an exchange name speci-
fied in the transport_url option.

notification_driver =[] (MultiStrOpt) Driver or drivers to handle sending notifica-
tions.

notification_|level =1 NFO (StrOpt) Notification level for outgoing notifications

notification_publisher_id=None (StrOpt) Notification publisher_id for outgoing notifica-
tions

notification_topics=notifications (ListOpt) AMQP topic used for OpenStack notifications.

transport _url =None (StrOpt) A URL representing the messaging driver to use

and its full configuration. If not set, we fall back to the
rpc_backend option and driver specific configuration.

Table 6.2. Description of authorization token configuration options

Configuration option = Default value ‘ Description

[keystone_authtoken]

adm n_passwor d = None (StrOpt) Service user password.
admi n_t enant _name =adnin (StrOpt) Service tenant name.
admi n_t oken = None (StrOpt) This option is deprecated and may be removed

in a future release. Single shared secret with the Keystone
configuration used for bootstrapping a Keystone instal-
lation, or otherwise bypassing the normal authentication
process. This option should not be used, use “admin_user’
and “admin_password" instead.

adm n_user = None (StrOpt) Service username.

aut h_adm n_prefix= (StrOpt) Prefix to prepend at the beginning of the path.
Deprecated, use identity_uri.

aut h_host =127.0.0.1 (StrOpt) Host providing the admin Identity APl endpoint.
Deprecated, use identity_uri.

aut h_pl ugi n = None (StrOpt) Name of the plugin to load

aut h_port =35357 (IntOpt) Port of the admin Identity APl endpoint. Depre-

cated, use identity_uri.

aut h_protocol =https (StrOpt) Protocol of the admin Identity APl endpoint (http
or https). Deprecated, use identity_uri.
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Configuration option = Default value

Description

aut h_secti on=None

(StrOpt) Config Section from which to load plugin specific
options

aut h_uri =None

(StrOpt) Complete public Identity API endpoint.

aut h_ver si on = None

(StrOpt) API version of the admin Identity APl endpoint.

cache =None

(StrOpt) Env key for the swift cache.

cafil e=None

(StrOpt) A PEM encoded Certificate Authority to use when
verifying HTTPs connections. Defaults to system CAs.

certfile=None

(StrOpt) Required if identity server requires client certifi-
cate

check_revocati ons_for_cached =Fal se

(BoolOpt) If true, the revocation list will be checked for
cached tokens. This requires that PKI tokens are config-
ured on the identity server.

del ay_aut h_deci si on =Fal se

(BoolOpt) Do not handle authorization requests within
the middleware, but delegate the authorization decision
to downstream WSGI components.

enf orce_t oken_bi nd =per mi ssi ve

(StrOpt) Used to control the use and type of token bind-
ing. Can be set to: "disabled" to not check token binding.
"permissive" (default) to validate binding information if
the bind type is of a form known to the server and ignore
it if not. "strict" like "permissive" but if the bind type is un-
known the token will be rejected. "required" any form of
token binding is needed to be allowed. Finally the name of
a binding method that must be present in tokens.

hash_al gori t hns = nd5

(ListOpt) Hash algorithms to use for hashing PKI tokens.
This may be a single algorithm or multiple. The algorithms
are those supported by Python standard hashlib.new().
The hashes will be tried in the order given, so put the pre-
ferred one first for performance. The result of the first
hash will be stored in the cache. This will typically be set to
multiple values only while migrating from a less secure al-
gorithm to a more secure one. Once all the old tokens are
expired this option should be set to a single value for bet-
ter performance.

http_connect _ti neout =None

(IntOpt) Request timeout value for communicating with
Identity API server.

http_request _max_retries=3

(IntOpt) How many times are we trying to reconnect
when communicating with Identity API Server.

identity_uri =None

(StrOpt) Complete admin Identity APl endpoint. This
should specify the unversioned root endpoint e.g. https://
localhost:35357/

i ncl ude_service_catal og=True

(BoolOpt) (Optional) Indicate whether to set the X-Ser-
vice-Catalog header. If False, middleware will not ask for
service catalog on token validation and will not set the X-
Service-Catalog header.

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e =None

(StrOpt) Required if identity server requires client certifi-
cate

nmencache_pool _conn_get _ti neout =10

(IntOpt) (Optional) Number of seconds that an operation
will wait to get a memcache client connection from the
pool.

nencache_pool _dead_retry =300

(IntOpt) (Optional) Number of seconds memcached server
is considered dead before it is tried again.

nmencache_pool _maxsi ze =10

(IntOpt) (Optional) Maximum total number of open con-
nections to every memcached server.

nmencache_pool _socket _ti neout =3

(IntOpt) (Optional) Socket timeout in seconds for commu-
nicating with a memcache server.
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Configuration option = Default value

Description

nmencache_pool _unused_ti meout =60

(IntOpt) (Optional) Number of seconds a connection to
memcached is held unused in the pool before it is closed.

nencache_secr et _key = None

(StrOpt) (Optional, mandatory if
memcache_security_strategy is defined) This string is used
for key derivation.

nmencache_security_strategy =None

(StrOpt) (Optional) If defined, indicate whether token da-
ta should be authenticated or authenticated and encrypt-
ed. Acceptable values are MAC or ENCRYPT. If MAC, to-
ken data is authenticated (with HMAC) in the cache. If EN-
CRYPT, token data is encrypted and authenticated in the
cache. If the value is not one of these options or empty,
auth_token will raise an exception on initialization.

nmencache_use_advanced_pool =Fal se

(BoolOpt) (Optional) Use the advanced (eventlet safe)
memcache client pool. The advanced pool will only work
under python 2.x.

revocati on_cache_tinme =10

(IntOpt) Determines the frequency at which the list of
revoked tokens is retrieved from the Identity service (in
seconds). A high number of revocation events combined
with a low cache duration may significantly reduce perfor-
mance.

signi ng_di r =None

(StrOpt) Directory used to cache files related to PKI to-
kens.

t oken_cache_ti ne =300

(IntOpt) In order to prevent excessive effort spent validat-
ing tokens, the middleware caches previously-seen tokens
for a configurable duration (in seconds). Set to -1 to dis-
able caching completely.

Table 6.3. Description of CA and SSL configuration options

Configuration option = Default value

Description

[ssl]

ca_fil e=None

(StrOpt) CA certificate file to use to verify connecting
clients.

cert_file=None

(StrOpt) Certificate file to use when starting the server se-
curely.

key_file=None

(StrOpt) Private key file to use when starting the server se-
curely.

Table 6.4. Description of clients configuration options

Configuration option = Default value

Description

[cinder]

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL requests to cin-
der.

api _version=2

(IntOpt) Version of the Cinder API to use.

ca_fil e=None

(StrOpt) Location of ca certificates file to use for cinder
client requests.

[heat]

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL requests to heat.

ca_fil e=None

(StrOpt) Location of ca certificates file to use for heat
client requests.

[keystone]

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL requests to key-
stone.
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Description

ca_file=None

(StrOpt) Location of ca certificates file to use for keystone
client requests.

[neutron]

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL requests to neu-
tron.

ca_fil e=None

(StrOpt) Location of ca certificates file to use for neutron
client requests.

[nova]

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL requests to nova.

ca_fil e=None

(StrOpt) Location of ca certificates file to use for nova
client requests.

[swift]

api _i nsecure =Fal se

(BoolOpt) Allow to perform insecure SSL requests to swift.

ca_fil e=None

(StrOpt) Location of ca certificates file to use for swift

client requests.

Table 6.5. Description of common configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

admi n_pr oj ect _donai n_nane =def aul t

(StrOpt) The name of the domain for the service
project(ex. tenant).

adm n_user _donmi n_nane =def aul t

(StrOpt) The name of the domain to which the admin user
belongs.

api _workers=0

(IntOpt) Number of workers for Sahara API service (0
means all-in-one-thread configuration).

cl eanup_tine_for_inconplete_clusters=0

(IntOpt) Maximal time (in hours) for clusters al-

lowed to be in states other than "Active", "Deleting"

or "Error". If a cluster is not in "Active", "Deleting" or
"Error" state and last update of it was longer than
"cleanup_time_for_incomplete_clusters" hours ago then
it will be deleted automatically. (0 value means that auto-
matic clean up is disabled).

cluster_renote_threshold=70

(IntOpt) The same as global_remote_threshold, but for a
single cluster.

conpute_topol ogy_file=etc/sa-
har a/ conput e. t opol ogy

(StrOpt) File with nova compute topology. It should con-
tain mapping between nova computes and racks.

di sabl e_event _| og =Fal se

(BoolOpt) Disables event log feature.

enabl e_data_l ocal ity =Fal se

(BoolOpt) Enables data locality for hadoop cluster. Also
enables data locality for Swift used by hadoop. If enabled,
‘compute_topology' and 'swift_topology' configuration pa-
rameters should point to OpenStack and Swift topology
correspondingly.

enabl e_hypervi sor _awar eness =Tr ue

(BoolOpt) Enables four-level topology for data locality.
Works only if corresponding plugin supports such mode.

enabl e_notifications=Fal se

(BoolOpt) Enables sending notifications to Ceilometer

gl obal _remote_t hreshol d =100

(IntOpt) Maximum number of remote operations that will
be running at the same time. Note that each remote oper-
ation requires its own process to run.

i nfrastructure_engi ne=direct

(StrOpt) An engine which will be used to provision infras-
tructure for Hadoop cluster.

j ob_bi nary_max_KB=5120

(IntOpt) Maximum length of job binary data in kilobytes
that may be stored or retrieved in a single operation.
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Description

j ob_cancel i ng_ti neout =300

(IntOpt) Timeout for canceling job execution (in seconds).
Sahara will try to cancel job execution during this time.

j ob_wor kf | ow_postfix=

(StrOpt) Postfix for storing jobs in hdfs. Will be added to '/
user/<hdfs user>/' path.

max_header _| i ne =16384

(IntOpt) Maximum line size of message headers to be ac-

cepted. max_header_line may need to be increased when
using large tokens (typically those generated by the Key-

stone v3 APl with big service catalogs).

nmencached_servers =None

(ListOpt) Memcached servers or None for in process cache.

m n_transient_cluster_active_tine=30

(IntOpt) Minimal "lifetime" in seconds for a transient clus-
ter. Cluster is guaranteed to be "alive" within this time peri-
od.

node_domai n = noval ocal

(StrOpt) The suffix of the node's FQDN. In nova-network
that is the dhcp_domain config parameter.

0s_regi on_nane = None

(StrOpt) Region name used to get services endpoints.

periodi c_enabl e =True

(BoolOpt) Enable periodic tasks.

peri odi c_fuzzy_del ay =60

(IntOpt) Range in seconds to randomly delay when start-
ing the periodic task scheduler to reduce stampeding. (Dis-
able by setting to 0).

periodi c_interval _max =60

(IntOpt) Max interval size between periodic tasks execu-
tion in seconds.

plugins=vanilla, hdp, spark, cdh

(ListOpt) List of plugins to be loaded. Sahara preserves the
order of the list when returning it.

proxy_comand =

(StrOpt) Proxy command used to connect to instances. If
set, this command should open a netcat socket, that Sa-
hara will use for SSH and HTTP connections. Use {host}
and {port} to describe the destination. Other available
keywords: {tenant_id}, {network_id}, {router_id}.

renot e =ssh

(StrOpt) A method for Sahara to execute commands on
VMs.

root w ap_conmand =sudo sahara-rootwap /

et ¢/ sahar a/ r oot wr ap. conf

(StrOpt) Rootwrap command to leverage. Use in conjunc-
tion with use_rootwrap=True

run_ext ernal _periodic_tasks =True

(BoolOpt) Some periodic tasks can be run in a separate
process. Should we run them here?

swi ft_topology file=etc/sa-
hara/ swi ft.topol ogy

(StrOpt) File with Swift topology.It should contain map-
ping between Swift nodes and racks.

use_ext ernal _key_nanager =Fal se

(BoolOpt) Enable Sahara to use an external key manager
service provided by the identity service catalog. Sahara will
store all keys with the manager service.

use_floating_ips=True

(BoolOpt) If set to True, Sahara will use floating IPs to
communicate with instances. To make sure that all in-
stances have floating IPs assigned in Nova Network set
"auto_assign_floating_ip=True" in nova.conf. If Neutron is
used for networking, make sure that all Node Groups have
"floating_ip_pool" parameter defined.

use_identity_api _v3=True

(BoolOpt) Enables Sahara to use Keystone API v3. If that
flag is disabled, per-job clusters will not be terminated au-
tomatically.

use_nanespaces = Fal se

(BoolOpt) Use network namespaces for communication
(only valid to use in conjunction with use_neutron=True).

use_neutron =Fal se

(BoolOpt) Use Neutron Networking (False indicates the
use of Nova networking).

use_r oot w ap = Fal se

(BoolOpt) Use rootwrap facility to allow non-root users
to run the sahara-all server instance and access pri-
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vate network IPs (only valid to use in conjunction with
use_namespaces=True)

[conductor]

use_l ocal =True

(BoolOpt) Perform sahara-conductor operations locally.

[keystone_authtoken]

nencached_servers =None

(ListOpt) Optionally specify a list of memcached server(s)
to use for caching. If left undefined, tokens will instead be
cached in-process.

Table 6.6. Description of database configuration options

Configuration option = Default value ‘ Description

[DEFAULT]

db_driver =sahara. db ‘ (StrOpt) Driver to use for database access.
[database]

backend =sql al cheny

(StrOpt) The back end to use for the database.

connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the database.

connecti on_debug=0

(IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

connection_trace =Fal se

(BoolOpt) Add Python stack traces to SQL as comment
strings.

db_inc_retry_interval =True

(BoolOpt) If True, increases the interval between retries of
a database operation up to db_max_retry_interval.

db_max_retries =20

(IntOpt) Maximum retries in case of connection error or
deadlock error before error is raised. Set to -1 to specify an
infinite retry count.

db_max_retry_interval =10

(IntOpt) If db_inc_retry_interval is set, the maximum sec-
onds between retries of a database operation.

db_retry_interval =1

(IntOpt) Seconds between retries of a database transac-
tion.

i dl e_timeout =3600

(IntOpt) Timeout before idle SQL connections are reaped.

max_over f | ow= None

(IntOpt) If set, use this value for max_overflow with
SQLAIchemy.

max_pool _si ze = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

max_retries =10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

m n_pool _size=1

(IntOpt) Minimum number of SQL connections to keep
open in a pool.

nysql _sql _node = TRADI TI ONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

pool _ti meout =None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

retry_interval =10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

sl ave_connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

sqlite_db=oslo.sqglite

(StrOpt) The file name to use with SQLite.

sqlite_synchronous =True

(BoolOpt) If True, SQLite uses synchronous mode.
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Description

use_db_reconnect =Fal se

(BoolOpt) Enable the experimental use of database recon-
nect on connection lost.

Table 6.7. Description of domain configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

proxy_user _domai n_nane = None

(StrOpt) The domain Sahara will use to create new proxy
users for Swift object access.

proxy_user _rol e_nanes = Menber

(ListOpt) A list of the role names that the proxy user
should assume through trust for Swift object access.

use_domai n_for_proxy_users =Fal se

(BoolOpt) Enables Sahara to use a domain for creating
temporary proxy users to access Swift. If this is enabled a
domain must be created for Sahara to use.

Table 6.8. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

debug = Fal se

(BoolOpt) Print debugging output (set logging level to DE-
BUG instead of default WARNING level).

defaul t _| og_I| evel s =anqgpl i b=WARN,

gpi d. messagi ng=I NFO, st evedore=I NFQ,
event| et.wsgi . server =\WARN,

sql al cheny=WARN, bot 0=WARN, suds=I NFO,
keyst one=I NFO, param ko=WARN,

request s=WARN, i s08601=WARN,

osl o_messagi ng=I NFO

(ListOpt) List of logger=LEVEL pairs.

fatal _deprecations =Fal se

(BoolOpt) Enables or disables fatal status of deprecations.

instance_format ="[instance: % uuid)s]

(StrOpt) The format for an instance that is passed with the
log message.

instance_uuid_format ="[instance: % uuid)s]

(StrOpt) The format for an instance UUID that is passed
with the log message.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f or mat = %v- %n %d % M %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

| og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_f ormat =%y- %n % % M %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.
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Description

| og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| oggi ng_context_format_string=

% asctine)s. % nsecs) 03d % process)d

% | evel nane)s % nane)s [%request_id)s

% user_identity)s] %instance)s% nessage)s

(StrOpt) Format string to use for log messages with con-
text.

| oggi ng_debug_format _suffix=9%funcNane)s
% pat hnane) s: % | i neno)d

(StrOpt) Data to append to log format when level is DE-
BUG.

| oggi ng_defaul t_format_string=9%asctinme)s.

% nsecs) 03d % process)d %I evel nane)s
% name)s [-] %instance)s% nessage)s

(StrOpt) Format string to use for log messages without
context.

| oggi ng_exception_prefix=9%asctine)s.
% nsecs) 03d % process)d TRACE % nane)s
9% i nst ance) s

(StrOpt) Prefix each line of exception output with this for-
mat.

publi sh_errors =Fal se

(BoolOpt) Enables or disables publication of error events.

syslog_log_facility=LOG USER

(StrOpt) Syslog facility to receive log lines.

syslog_l og_facility=L0OG USER

(StrOpt) Syslog facility to receive log lines.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

use_stderr =True

(BoolOpt) Log output to standard error.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

ver bose =Fal se

(BoolOpt) Print more verbose output (set logging level to

INFO instead of default WARNING level).

Table 6.9. Description of oslo_middleware configuration options

Configuration option = Default value

‘ Description

[oslo_middleware]

max_request _body_si ze =114688

(IntOpt) The maximum body size for each request, in
bytes.

Table 6.10. Description of policy configuration options

Configuration option = Default value

‘ Description

[oslo_policy]

policy_default_rule=defaul t

(StrOpt) Default rule. Enforced when a requested rule is
not found.
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Description

policy_dirs=['policy.d]

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

policy file=policy.json

(StrOpt) The JSON file that defines policies.

Table 6.11. Description of Qpid configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_qgpid]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

amgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

gpi d_heart beat =60

(IntOpt) Seconds between connection keepalive heart-
beats.

gpi d_host nane =1 ocal host

(StrOpt) Qpid broker hostname.

gpi d_host s = $qpi d_host nane: $qpi d_port

(ListOpt) Qpid HA cluster host:port pairs.

gpi d_password =

(StrOpt) Password for Qpid connection.

gpi d_port =5672

(IntOpt) Qpid broker port.

gpi d_protocol =tcp

(StrOpt) Transport to use, either ‘tcp' or 'ssl'.

gpi d_receiver_capacity=1

(IntOpt) The number of prefetched messages held by re-
ceiver.

gpi d_sasl _nechani sns =

(StrOpt) Space separated list of SASL mechanisms to use
for auth.

gpi d_t cp_nodel ay = True

(BoolOpt) Whether to disable the Nagle algorithm.

gpi d_topol ogy_version=1

(IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

gpi d_user nanme =

(StrOpt) Username for Qpid connection.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Table 6.12. Description of RabbitMQ configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_rabbit]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

fake_rabbit =Fal se

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

heartbeat _rate=2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

heartbeat _ti meout_threshold=0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqp>=1.4.0). EXPERIMENTAL

konbu_reconnect _delay=1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

konmbu_ssl _ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).
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Description

konbu_ssl _certfile=

(StrOpt) SSL cert file (valid only if SSL enabled).

konbu_ssl _keyfile=

(StrOpt) SSL key file (valid only if SSL enabled).

konmbu_ssl _version=

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

rabbi t _ha_queues =Fal se

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

rabbit _host =1 ocal host

(StrOpt) The RabbitMQ broker address where a single
node is used.

rabbit _hosts =%$rabbit_host: $rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

rabbit _| ogi n_net hod = AMQPLAI N

(StrOpt) The RabbitMQ login method.

rabbit_max_retries=0

(IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

rabbi t _password =guest

(StrOpt) The RabbitMQ password.

rabbi t _port =5672

(IntOpt) The RabbitMQ broker port where a single node is
used.

rabbit_retry_backoff =2

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.

rabbit_retry_interval =1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

rabbit _use_ssl =Fal se

(BoolOpt) Connect over SSL for RabbitMQ.

rabbit _userid=guest

(StrOpt) The RabbitMQ userid.

rabbit _virtual _host =/

(StrOpt) The RabbitMQ virtual host.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Table 6.13. Description of Redis configuration options

Configuration option = Default value

‘ Description

[matchmaker_redis]

host =127.0.0.1

(StrOpt) Host to locate redis.

passwor d = None

(StrOpt) Password for Redis server (optional).

port =6379

(IntOpt) Use this port to connect to redis host.

[matchmaker_ring]

ringfile=/etc/osl o/ matchmaker _ring.json

‘ (StrOpt) Matchmaker ring file (JSON).

Table 6.14. Description of RPC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

mat chnmaker _heartbeat _freq =300

(IntOpt) Heartbeat frequency.

mat chmaker _heart beat _ttl =600

(IntOpt) Heartbeat time-to-live.

rpc_backend =r abbi t

(StrOpt) The messaging driver to use, defaults to rabbit.
Other drivers include gpid and zmg.

rpc_cast _tinmeout =30

(IntOpt) Seconds to wait before a cast expires (TTL). Only
supported by impl_zmq.

rpc_response_ti meout =60

(IntOpt) Seconds to wait for a response from a call.

rpc_t hread_pool _si ze =64

(IntOpt) Size of RPC thread pool.

[oslo_messaging_amqp]

al l ow_i nsecure_clients=Fal se

(BoolOpt) Accept clients using either SSL or plain TCP
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Description

br oadcast _prefi x =broadcast

(StrOpt) address prefix used when broadcasting to all
servers

cont ai ner _nane =None

(StrOpt) Name for the AMQP container

group_request _prefix=uni cast

(StrOpt) address prefix when sending to any server in
group

ide_timout =0

(IntOpt) Timeout for inactive connections (in seconds)

server _request_prefix =excl usive

(StrOpt) address prefix used when sending to a specific
server

ssl _ca_file=

(StrOpt) CA certificate PEM file to verify server certificate

ssl _cert _file=

(StrOpt) Identifying certificate PEM file to present to
clients

ssl _key_file=

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

ssl _key_passwor d = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

trace =Fal se

(BoolOpt) Debug: dump AMQP frames to stdout

Table 6.15. Description of timeouts configuration options

Configuration option = Default value

‘ Description

[timeouts]

awai t _attach_vol unes =10

(IntOpt) Wait for attaching volumes to instances, in sec-
onds

awai t _for_instances_active=10800

(IntOpt) Wait for instances to become active, in seconds

del ete_i nstances_ti meout =10800

(IntOpt) Wait for instances to be deleted, in seconds

det ach_vol une_ti neout =300

(IntOpt) Timeout for detaching volumes from instance, in
seconds

i ps_assi gn_ti meout =10800

(IntOpt) Assign IPs timeout, in seconds

vol ume_avai | abl e_t i meout =10800

(IntOpt) Wait for volumes to become available, in seconds

wai t _until _accessi bl e=10800

(IntOpt) Wait for instance accessibility, in seconds

Table 6.16. Description of ZeroMQ configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

rpc_zng_bi nd_address =*

(StrOpt) ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zng_contexts=1

(IntOpt) Number of ZeroMQ contexts, defaults to 1.

rpc_zng_host =1 ocal host

(StrOpt) Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_zng_i pc_dir =/var/run/ openst ack

(StrOpt) Directory for holding IPC sockets.

rpc_znyg_mat chmaker =1 ocal

(StrOpt) MatchMaker driver.

rpc_zng_port =9501

(IntOpt) ZeroMQ receiver listening port.

rpc_zny_t opi c_backl og =None

(IntOpt) Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.
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New, updated and deprecated options in Kilo for
Data Processing service

Table 6.17. New options

Option = default value

[DEFAULT] admin_project_domain_name = default

(Type) Help string

(StrOpt) The name of the domain for the service
project(ex. tenant).

[DEFAULT] admin_user_domain_name = default

(StrOpt) The name of the domain to which the admin user
belongs.

[DEFAULT] api_workers = 0

(IntOpt) Number of workers for Sahara API service (0
means all-in-one-thread configuration).

[DEFAULT] cleanup_time_for_incomplete_clusters = 0

(IntOpt) Maximal time (in hours) for clusters al-

lowed to be in states other than "Active", "Deleting"

or "Error". If a cluster is not in "Active", "Deleting" or
"Error" state and last update of it was longer than
"cleanup_time_for_incomplete_clusters" hours ago then
it will be deleted automatically. (0 value means that auto-
matic clean up is disabled).

[DEFAULT] disable_event_log = False

(BoolOpt) Disables event log feature.

[DEFAULT] job_canceling_timeout = 300

(IntOpt) Timeout for canceling job execution (in seconds).
Sahara will try to cancel job execution during this time.

[DEFAULT] log-config-append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

[DEFAULT] log-date-format = %Y-%m-%d %H:%M:%S

(StrOpt) Format string for %%/(asctime)s in log records. De-
fault: %(default)s .

[DEFAULT] log-dir = None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

[DEFAULT] log-file = None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

[DEFAULT] log-format = None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

[DEFAULT] max_header_line = 16384

(IntOpt) Maximum line size of message headers to be ac-

cepted. max_header_line may need to be increased when
using large tokens (typically those generated by the Key-

stone v3 APl with big service catalogs).

[DEFAULT] proxy_command =

(StrOpt) Proxy command used to connect to instances. If
set, this command should open a netcat socket, that Sa-
hara will use for SSH and HTTP connections. Use {host}
and {port} to describe the destination. Other available
keywords: {tenant_id}, {network_id}, {router_id}.

[DEFAULT] rootwrap_command = sudo sahara-rootwrap /
etc/sahara/rootwrap.conf

(StrOpt) Rootwrap command to leverage. Use in conjunc-
tion with use_rootwrap=True

[DEFAULT] syslog-log-facility = LOG_USER

(StrOpt) Syslog facility to receive log lines.

[DEFAULT] use-syslog = False

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

[DEFAULT] use-syslog-rfc-format = False

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
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Option = default value

(Type) Help string
mat without the APP-NAME is deprecated in |, and will be
removed in J.

[DEFAULT] use_external_key_manager = False

(BoolOpt) Enable Sahara to use an external key manager
service provided by the identity service catalog. Sahara will
store all keys with the manager service.

[DEFAULT] use_rootwrap = False

(BoolOpt) Use rootwrap facility to allow non-root users
to run the sahara-all server instance and access pri-
vate network IPs (only valid to use in conjunction with
use_namespaces=True)

[cinder] api_insecure = False

(BoolOpt) Allow to perform insecure SSL requests to cin-
der.

[cinder] api_version = 2

(IntOpt) Version of the Cinder API to use.

[cinder] ca_file = None

(StrOpt) Location of ca certificates file to use for cinder
client requests.

[heat] api_insecure = False

(BoolOpt) Allow to perform insecure SSL requests to heat.

[heat] ca_file = None

(StrOpt) Location of ca certificates file to use for heat
client requests.

[keystone] api_insecure = False

(BoolOpt) Allow to perform insecure SSL requests to key-
stone.

[keystone] ca_file = None

(StrOpt) Location of ca certificates file to use for keystone
client requests.

[neutron] api_insecure = False

(BoolOpt) Allow to perform insecure SSL requests to neu-
tron.

[neutron] ca_file = None

(StrOpt) Location of ca certificates file to use for neutron
client requests.

[nova] api_insecure = False

(BoolOpt) Allow to perform insecure SSL requests to nova.

[nova] ca_file = None

(StrOpt) Location of ca certificates file to use for nova
client requests.

[oslo_messaging_amgp] allow_insecure_clients = False

(BoolOpt) Accept clients using either SSL or plain TCP

[oslo_messaging_amqp] broadcast_prefix = broadcast

(StrOpt) address prefix used when broadcasting to all
servers

[oslo_messaging_amqgp] container_name = None

(StrOpt) Name for the AMQP container

[oslo_messaging_amqp] group_request_prefix = unicast

(StrOpt) address prefix when sending to any server in
group

[oslo_messaging_amgp] idle_timeout = 0

(IntOpt) Timeout for inactive connections (in seconds)

[oslo_messaging_amqp] server_request_prefix = exclusive

(StrOpt) address prefix used when sending to a specific
server

[oslo_messaging_amqp] ssl_ca_file =

(StrOpt) CA certificate PEM file to verify server certificate

[oslo_messaging_amqp] ssl_cert_file =

(StrOpt) Identifying certificate PEM file to present to
clients

[oslo_messaging_amqp] ssl_key_file =

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

[oslo_messaging_amqp] ssl_key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

[oslo_messaging_amqgp] trace = False

(BoolOpt) Debug: dump AMQP frames to stdout

[oslo_messaging_gpid] amqp_auto_delete = False

(BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_gpid] amqp_durable_queues = False

(BoolOpt) Use durable queues in AMQP.

[oslo_messaging_gpid] qpid_heartbeat = 60

(IntOpt) Seconds between connection keepalive heart-
beats.

[oslo_messaging_gpid] gpid_hostname = localhost

(StrOpt) Qpid broker hostname.

[oslo_messaging_gpid] gpid_hosts = $qpid_hostname:
$qpid_port

(ListOpt) Qpid HA cluster host:port pairs.

390



rty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty - DRAFT - Liberty -

OpenStack Configuration Refer- July 1, 2015 liberty
ence
Option = default value (Type) Help string
[oslo_messaging_gpid] qpid_password = (StrOpt) Password for Qpid connection.
[oslo_messaging_qgpid] qpid_port = 5672 (IntOpt) Qpid broker port.
[oslo_messaging_gpid] qpid_protocol = tcp (StrOpt) Transport to use, either 'tcp' or 'ssl'.
[oslo_messaging_gpid] qpid_receiver_capacity = 1 (IntOpt) The number of prefetched messages held by re-
ceiver.
[oslo_messaging_gpid] qpid_sasl_mechanisms = (StrOpt) Space separated list of SASL mechanisms to use
for auth.
[oslo_messaging_gpid] qpid_tcp_nodelay = True (BoolOpt) Whether to disable the Nagle algorithm.
[oslo_messaging_gpid] qpid_topology_version = 1 (IntOpt) The gpid topology version to use. Version 1 is

what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

[oslo_messaging_gpid] qpid_username = (StrOpt) Username for Qpid connection.
[oslo_messaging_gpid] rpc_conn_pool_size = 30 (IntOpt) Size of RPC connection pool.
[oslo_messaging_rabbit] amqgp_auto_delete = False (BoolOpt) Auto-delete queues in AMQP.

[oslo_messaging_rabbit] amgp_durable_queues = False (BoolOpt) Use durable queues in AMQP.

[oslo_messaging_rabbit] fake_rabbit = False (BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

[oslo_messaging_rabbit] heartbeat_rate = 2 (IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

[oslo_messaging_rabbit] heartbeat_timeout_threshold = 0 | (IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqgp>=1.4.0). EXPERIMENTAL

[oslo_messaging_rabbit] kombu_reconnect_delay = 1.0 (FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

[oslo_messaging_rabbit] kombu_ssl_ca_certs = (StrOpt) SSL certification authority file (valid only if SSL en-
abled).

[oslo_messaging_rabbit] kombu_ssl_certfile = (StrOpt) SSL cert file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ssl_keyfile = (StrOpt) SSL key file (valid only if SSL enabled).

[oslo_messaging_rabbit] kombu_ss|_version = (StrOpt) SSL version to use (valid only if SSL enabled). Valid

values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

[oslo_messaging_rabbit] rabbit_ha_queues = False (BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

[oslo_messaging_rabbit] rabbit_host = localhost (StrOpt) The RabbitMQ broker address where a single
node is used.

[oslo_messaging_rabbit] rabbit_hosts = $rabbit_host: (ListOpt) RabbitMQ HA cluster host:port pairs.

$rabbit_port

[oslo_messaging_rabbit] rabbit_login_method = AMQ- (StrOpt) The RabbitMQ login method.

PLAIN

[oslo_messaging_rabbit] rabbit_max_retries = 0 (IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

[oslo_messaging_rabbit] rabbit_password = guest (StrOpt) The RabbitMQ password.

[oslo_messaging_rabbit] rabbit_port = 5672 (IntOpt) The RabbitMQ broker port where a single node is
used.

[oslo_messaging_rabbit] rabbit_retry_backoff = 2 (IntOpt) How long to backoff for between retries when

connecting to RabbitMQ.
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[oslo_messaging_rabbit] rabbit_retry_interval = 1

(Type) Help string

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

[oslo_messaging_rabbit] rabbit_use_ssl = False

(BoolOpt) Connect over SSL for RabbitMQ.

[oslo_messaging_rabbit] rabbit_userid = guest

(StrOpt) The RabbitMQ userid.

[oslo_messaging_rabbit] rabbit_virtual_host = /

(StrOpt) The RabbitMQ virtual host.

[oslo_messaging_rabbit] rpc_conn_pool_size = 30

(IntOpt) Size of RPC connection pool.

[oslo_middleware] max_request_body_size = 114688

(IntOpt) The maximum body size for each request, in
bytes.

[oslo_policy] policy_default_rule = default

(StrOpt) Default rule. Enforced when a requested rule is
not found.

[oslo_policy] policy_dirs = ['policy.d']

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

[oslo_policy] policy_file = policy.json

(StrOpt) The JSON file that defines policies.

[ssl] ca_file = None

(StrOpt) CA certificate file to use to verify connecting
clients.

[ssl] cert_file = None

(StrOpt) Certificate file to use when starting the server se-
curely.

[ssl] key_file = None

(StrOpt) Private key file to use when starting the server se-
curely.

[swift] api_insecure = False

(BoolOpt) Allow to perform insecure SSL requests to swift.

[swift] ca_file = None

(StrOpt) Location of ca certificates file to use for swift
client requests.

[timeouts] await_attach_volumes = 10

(IntOpt) Wait for attaching volumes to instances, in sec-
onds

[timeouts] await_for_instances_active = 10800

(IntOpt) Wait for instances to become active, in seconds

[timeouts] delete_instances_timeout = 10800

(IntOpt) Wait for instances to be deleted, in seconds

[timeouts] detach_volume_timeout = 300

(IntOpt) Timeout for detaching volumes from instance, in
seconds

[timeouts] ips_assign_timeout = 10800

(IntOpt) Assign IPs timeout, in seconds

[timeouts] volume_available_timeout = 10800

(IntOpt) Wait for volumes to become available, in seconds

[timeouts] wait_until_accessible = 10800

(IntOpt) Wait for instance accessibility, in seconds

Table 6.18. New default values

Previous default val
amqplib=WARN,
gpid.messaging=INF
stevedore=INFO,

Option
[DEFAULT] default_log_levels

iso8601=WARN

eventlet.wsgi.server=WARN,
sglalchemy=WARN, boto=WARN,
suds=INFO, keystone=INFO,
paramiko=WARN, requests=WARN,

ue New default value
amqplib=WARN,
O, gpid.messaging=INFO,

stevedore=INFO,
eventlet.wsgi.server=WARN,
sglalchemy=WARN,

boto=WARN, suds=INFO,
keystone=INFO, paramiko=WARN,
requests=WARN, iso8601=WARN,
oslo_messaging=INFO

[DEFAULT] plugins vanilla, hdp, spark

vanilla, hdp, spark, cdh

[DEFAULT] rpc_zmqg_matchmaker

oslo.messaging._drivers.matchmaker.MatchMakerLocalhost
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Table 6.19. Deprecated options

[DEFAULT] use-syslog

Deprecated option New Option
[DEFAULT] log-format None
None

[DEFAULT] detach_volume_timeout

[timeouts] detach_volume_timeout

[DEFAULT] log_format

None

[DEFAULT] use_syslog

None
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7. Identity service

Table of Contents
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This chapter details the OpenStack Identity service configuration options. For installation
prerequisites and step-by-step walkthroughs, see the OpenStack Installation Guide for your
distribution (docs.openstack.org) and Cloud Administrator Guide.

Caching layer

Identity supports a caching layer that is above the configurable subsystems, such as token
or assignment. The majority of the caching configuration options are set in the [ cache]
section. However, each section that has the capability to be cached usually has a cachi ng
option that will toggle caching for that specific section. By default, caching is globally dis-
abled. Options are as follows:

Table 7.1. Description of cache configuration options

Configuration option = Default value ‘ Description
[cache]
backend =keyst one. comon. cache. noop (StrOpt) Dogpile.cache backend module. It

is recommended that Memcache with pool-

ing (keystone.cache.memcache_pool) or Redis
(dogpile.cache.redis) be used in production deployments.
Small workloads (single process) like devstack can use the
dogpile.cache.memory backend.

backend_ar gunent =[] (MultiStrOpt) Arguments supplied to the backend
module. Specify this option once per argument to be
passed to the dogpile.cache backend. Example format:
"<argname>:<value>".

config_prefix=cache. keystone (StrOpt) Prefix for building the configuration dictionary for
the cache region. This should not need to be changed un-
less there is another dogpile.cache region with the same
configuration name.

debug_cache_backend =Fal se (BoolOpt) Extra debugging from the cache backend
(cache keys, get/set/delete/etc calls). This is only really
useful if you need to see the specific cache-backend get/
set/delete calls with the keys/values. Typically this should
be left set to false.

enabl ed = Fal se (BoolOpt) Global toggle for all caching using the
should_cache_fn mechanism.

expiration_time =600 (IntOpt) Default TTL, in seconds, for any cached item

in the dogpile.cache region. This applies to any cached
method that doesn't have an explicit cache expiration time
defined for it.

nenctache_dead_retry =300 (IntOpt) Number of seconds memcached
server is considered dead before it is tried
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Configuration option = Default value

Description

again. (dogpile.cache.memcache and
keystone.cache.memcache_pool backends only).

nmentache_pool _connection_get _ti neout =10

(IntOpt) Number of seconds that an operation will wait to
get a memcache client connection.

nmencache_pool _maxsi ze =10

(IntOpt) Max total number of open connections to every
memcached server. (keystone.cache.memcache_pool back-
end only).

nentache_pool _unused_t i neout =60

(IntOpt) Number of seconds a connection to mem-
cached is held unused in the pool before it is closed.
(keystone.cache.memcache_pool backend only).

nmencache_servers =I|ocal host: 11211

(ListOpt) Memcache servers in the format of
"host:port". (dogpile.cache.memcache and
keystone.cache.memcache_pool backends only).

nmencache_socket _ti neout =3

(IntOpt) Timeout in seconds for every call
to a server. (dogpile.cache.memcache and
keystone.cache.memcache_pool backends only).

proxi es = (ListOpt) Proxy classes to import that will affect the
way the dogpile.cache backend functions. See the
dogpile.cache documentation on changing-backend-be-
havior.

[memcache]

dead_retry =300

(IntOpt) Number of seconds memcached server is consid-
ered dead before it is tried again. This is used by the key
value store system (e.g. token pooled memcached persis-
tence backend).

pool _connection_get _tineout =10

(IntOpt) Number of seconds that an operation will wait to
get a memcache client connection. This is used by the key
value store system (e.g. token pooled memcached persis-
tence backend).

pool _maxsi ze =10

(IntOpt) Max total number of open connections to every
memcached server. This is used by the key value store sys-
tem (e.g. token pooled memcached persistence backend).

pool _unused_ti meout =60

(IntOpt) Number of seconds a connection to memcached
is held unused in the pool before it is closed. This is used by
the key value store system (e.g. token pooled memcached
persistence backend).

Current functional backends are:

» dogpi | e. cache. mentached - Memcached backend using the standard python-mem-

cached library

» dogpi | e. cache. pyl i bnt - Memcached backend using the pylibmc library

» dogpi | e. cache. brentached - Memcached using python-binary-memcached library.

» dogpi | e. cache. r edi s - Redis backend

» dogpi | e. cache. dbm- Local DBM file backend

» dogpi | e. cache. menory - In-memory cac
it does not cleanup it's internal cache on cac

he, not suitable for use outside of testing as
he expiration and does not share cache be-

tween processes. This means that caching and cache invalidation will not be consistent or

reliable.

» dogpi | e. cache. nongo - MongoDB as caching backend.
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Identity service configuration file

The Identity service is configured in the / et ¢/ keyst one/ keyst one. conf file.

The following tables provide a comprehensive list of the Identity service options.

Table 7.2. Description of APl configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

adm n_endpoi nt =None

(StrOpt) The base admin endpoint URL for Keystone that
is advertised to clients (NOTE: this does NOT affect how
Keystone listens for connections). Defaults to the base
host URL of the request. E.g. a request to http://serv-
er:35357/v3/users will default to http://server:35357. You
should only need to set this value if the base URL contains
a path (e.g. /prefix/v3) or the endpoint should be found
on a different server.

admi n_t oken = ADM N

(StrOpt) A "shared secret” that can be used to bootstrap
Keystone. This "token" does not represent a user, and car-
ries no explicit authorization. To disable in production
(highly recommended), remove AdminTokenAuthMiddle-
ware from your paste application pipelines (for example,
in keystone-paste.ini).

conput e_port =8774

(IntOpt) (Deprecated) The port which the OpenStack
Compute service listens on. This option was only used for
string replacement in the templated catalog backend.
Templated catalogs should replace the "$(compute_port)s"
substitution with the static port of the compute service. As
of Juno, this option is deprecated and will be removed in
the L release.

donmi n_i d_i mmut abl e =True

(BoolOpt) Set this to false if you want to enable the abil-
ity for user, group and project entities to be moved be-
tween domains by updating their domain_id. Allowing
such movement is not recommended if the scope of a do-
main admin is being restricted by use of an appropriate
policy file (see policy.v3cloudsample as an example).

list_limt =None

(IntOpt) The maximum number of entities that will be re-
turned in a collection, with no limit set by default. This
global limit may be then overridden for a specific driver, by
specifying a list_limit in the appropriate section (e.g. [as-
signment]).

max_par am si ze =64

(IntOpt) Limit the sizes of user & project ID/names.

max_proj ect _tree_depth=5

(IntOpt) Maximum depth of the project hierarchy. WARN-
ING: setting it to a large value may adversely impact per-
formance.

max_t oken_si ze =8192

(IntOpt) Similar to max_param_size, but provides an ex-
ception for token values.

menber _role_id=
of e2f f 9ee4384b1894a90878d3e92bab

(StrOpt) Similar to the member_role_name option, this
represents the default role ID used to associate users with
their default projects in the v2 API. This will be used as the
explicit role where one is not specified by the v2 API.

nmenber _r ol e_nane =_nenber _

(StrOpt) This is the role name used in combination with
the member_role_id option; see that option for more de-
tail.

publ i c_endpoi nt =None

(StrOpt) The base public endpoint URL for Keystone that
is advertised to clients (NOTE: this does NOT affect how
Keystone listens for connections). Defaults to the base
host URL of the request. E.g. a request to http://serv-
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Configuration option = Default value

Description

er:5000/v3/users will default to http://server:5000. You
should only need to set this value if the base URL contains
a path (e.g. /prefix/v3) or the endpoint should be found
on a different server.

secur e_proxy_ssl _header = None

(StrOpt) The HTTP header used to determine the
scheme for the original request, even if it was re-
moved by an SSL terminating proxy. Typical value is
"HTTP_X_FORWARDED_PROTO".

strict_password_check =Fal se

(BoolOpt) If set to true, strict password length checking is
performed for password manipulation. If a password ex-
ceeds the maximum length, the operation will fail with an
HTTP 403 Forbidden error. If set to false, passwords are
automatically truncated to the maximum length.

[endpoint_filter]

driver =
keyst one. contrib. endpoint _filter.backends.s

(StrOpt) Endpoint Filter backend driver
ol . Endpoi ntFil ter

return_al |l _endpoints_if_no_filter =True

(BoolOpt) Toggle to return all active endpoints if no filter
exists.

[endpoint_policy]

driver =
keyst one. contri b. endpoi nt _pol i cy. backends. s

(StrOpt) Endpoint policy backend driver
nl . Endpoi nt Pol i cy

[eventlet_server]

adm n_bi nd_host =0.0.0.0

(StrOpt) The IP address of the network interface for the
admin service to listen on.

admi n_port =35357

(IntOpt) The port number which the admin service listens
on.

adm n_wor ker s = None

(IntOpt) The number of worker processes to serve the
admin eventlet application. Defaults to number of CPUs
(minimum of 2).

publ i c_bind_host =0.0.0.0

(StrOpt) The IP address of the network interface for the
public service to listen on.

public_port =5000

(IntOpt) The port number which the public service listens
on.

publ i c_wor ker s = None

(IntOpt) The number of worker processes to serve the
public eventlet application. Defaults to number of CPUs
(minimum of 2).

tcp_keepal i ve =Fal se

(BoolOpt) Set this to true if you want to enable
TCP_KEEPALIVE on server sockets, i.e. sockets used by the
Keystone wsgi server for client connections.

t cp_keepi dl e =600

(IntOpt) Sets the value of TCP_KEEPIDLE in seconds for
each server socket. Only applies if tcp_keepalive is true.

[paste_deploy]

config_file=keystone-paste.ini

(StrOpt) Name of the paste configuration file that defines
the available pipelines.

[resource]

cache_ti nme = None

(IntOpt) TTL (in seconds) to cache resource data. This has
no effect unless global caching is enabled.

cachi ng=True

(BoolOpt) Toggle for resource caching. This has no effect
unless global caching is enabled.

driver =None

(StrOpt) Resource backend driver. If a resource driver is
not specified, the assignment driver will choose the re-
source driver.

list_limt =None

(IntOpt) Maximum number of entities that will be re-
turned in a resource collection.
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Table 7.3. Description of assignment configuration options

Configuration option = Default value

‘ Description

[assignment]

driver =None

‘ (StrOpt) Assignment backend driver.

Table 7.4. Description of authorization

configuration options

keyst one. aut h. pl ugi ns. ext er nal . Def aul t Domai

Configuration option = Default value ‘ Description
[auth]
external = (StrOpt) The external (REMOTE_USER) auth plugin mod-

nule.

net hods =external, password, token, oauthl

(ListOpt) Default auth methods.

oaut hl =keyst one. aut h. pl ugi ns. oaut hl. QAut h

(StrOpt) The oAuth1.0 auth plugin module.

password =
keyst one. aut h. pl ugi ns. passwor d. Passwor d

(StrOpt) The password auth plugin module.

t oken =keyst one. aut h. pl ugi ns. t oken. Token

(StrOpt) The token auth plugin module.

Table 7.5. Description of authorization token configuration options

Configuration option = Default value

‘ Description

[keystone_authtoken]

admi n_passwor d =None

(StrOpt) Service user password.

adm n_t enant _nane =admi n

(StrOpt) Service tenant name.

adm n_t oken = None

(StrOpt) This option is deprecated and may be removed
in a future release. Single shared secret with the Keystone
configuration used for bootstrapping a Keystone instal-
lation, or otherwise bypassing the normal authentication
process. This option should not be used, use “admin_user’
and “admin_password" instead.

adm n_user =None

(StrOpt) Service username.

aut h_adm n_prefix=

(StrOpt) Prefix to prepend at the beginning of the path.
Deprecated, use identity_uri.

aut h_host =127.0.0.1

(StrOpt) Host providing the admin Identity APl endpoint.
Deprecated, use identity_uri.

aut h_pl ugi n = None

(StrOpt) Name of the plugin to load

aut h_port =35357

(IntOpt) Port of the admin Identity APl endpoint. Depre-
cated, use identity_uri.

aut h_protocol =https

(StrOpt) Protocol of the admin Identity APl endpoint (http
or https). Deprecated, use identity_uri.

aut h_secti on=None

(StrOpt) Config Section from which to load plugin specific
options

aut h_uri =None

(StrOpt) Complete public Identity API endpoint.

aut h_ver si on = None

(StrOpt) API version of the admin Identity APl endpoint.

cache =None

(StrOpt) Env key for the swift cache.

cafil e=None

(StrOpt) A PEM encoded Certificate Authority to use when
verifying HTTPs connections. Defaults to system CAs.

certfile=None

(StrOpt) Required if identity server requires client certifi-
cate

check_revocati ons_for_cached =Fal se

(BoolOpt) If true, the revocation list will be checked for
cached tokens. This requires that PKI tokens are config-
ured on the identity server.
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Description

del ay_aut h_deci si on =Fal se

(BoolOpt) Do not handle authorization requests within
the middleware, but delegate the authorization decision
to downstream WSGI components.

enf orce_t oken_bi nd =per ni ssi ve

(StrOpt) Used to control the use and type of token bind-
ing. Can be set to: "disabled" to not check token binding.
"permissive" (default) to validate binding information if
the bind type is of a form known to the server and ignore
it if not. "strict" like "permissive" but if the bind type is un-
known the token will be rejected. "required" any form of
token binding is needed to be allowed. Finally the name of
a binding method that must be present in tokens.

hash_al gori t hns = md5

(ListOpt) Hash algorithms to use for hashing PKI tokens.
This may be a single algorithm or multiple. The algorithms
are those supported by Python standard hashlib.new().
The hashes will be tried in the order given, so put the pre-
ferred one first for performance. The result of the first
hash will be stored in the cache. This will typically be set to
multiple values only while migrating from a less secure al-
gorithm to a more secure one. Once all the old tokens are
expired this option should be set to a single value for bet-
ter performance.

http_connect _ti meout =None

(IntOpt) Request timeout value for communicating with
Identity API server.

http_request _max_retries=3

(IntOpt) How many times are we trying to reconnect
when communicating with Identity API Server.

identity_uri =None

(StrOpt) Complete admin Identity APl endpoint. This
should specify the unversioned root endpoint e.g. https://
localhost:35357/

i ncl ude_service_catal og=True

(BoolOpt) (Optional) Indicate whether to set the X-Ser-
vice-Catalog header. If False, middleware will not ask for
service catalog on token validation and will not set the X-
Service-Catalog header.

i nsecure =Fal se

(BoolOpt) Verify HTTPS connections.

keyfil e =None

(StrOpt) Required if identity server requires client certifi-
cate

nencache_pool _conn_get _tineout =10

(IntOpt) (Optional) Number of seconds that an operation
will wait to get a memcache client connection from the
pool.

nmencache_pool _dead_retry =300

(IntOpt) (Optional) Number of seconds memcached server
is considered dead before it is tried again.

nmencache_pool _maxsi ze =10

(IntOpt) (Optional) Maximum total number of open con-
nections to every memcached server.

nmencache_pool _socket _ti neout =3

(IntOpt) (Optional) Socket timeout in seconds for commu-
nicating with a memcache server.

nenctache_pool _unused_ti meout =60

(IntOpt) (Optional) Number of seconds a connection to
memcached is held unused in the pool before it is closed.

nmencache_secret _key = None

(StrOpt) (Optional, mandatory if
memcache_security_strategy is defined) This string is used
for key derivation.

nmencache_security_strategy =None

(StrOpt) (Optional) If defined, indicate whether token da-
ta should be authenticated or authenticated and encrypt-
ed. Acceptable values are MAC or ENCRYPT. If MAC, to-
ken data is authenticated (with HMAC) in the cache. If EN-
CRYPT, token data is encrypted and authenticated in the
cache. If the value is not one of these options or empty,
auth_token will raise an exception on initialization.
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Description

nmencache_use_advanced_pool =Fal se

(BoolOpt) (Optional) Use the advanced (eventlet safe)
memcache client pool. The advanced pool will only work
under python 2.x.

revocation_cache_tinme=10

(IntOpt) Determines the frequency at which the list of
revoked tokens is retrieved from the Identity service (in
seconds). A high number of revocation events combined
with a low cache duration may significantly reduce perfor-
mance.

si gni ng_di r =None

(StrOpt) Directory used to cache files related to PKI to-
kens.

t oken_cache_ti ne =300

(IntOpt) In order to prevent excessive effort spent validat-
ing tokens, the middleware caches previously-seen tokens
for a configurable duration (in seconds). Set to -1 to dis-
able caching completely.

Table 7.6. Description of CA and SSL co

nfiguration options

Configuration option = Default value

‘ Description

[eventlet_server_ssl]

ca_certs=/etc/ keystone/ssl/certs/ca. pem

(StrOpt) Path of the CA cert file for SSL.

cert _required=Fal se

(BoolOpt) Require client certificate.

certfile=/etc/keystonel/ssl/certs/
keyst one. pem

(StrOpt) Path of the certfile for SSL. For non-produc-
tion environments, you may be interested in using "key-
stone-manage ssl_setup” to generate self-signed certifi-
cates.

enabl e =Fal se

(BoolOpt) Toggle for SSL support on the Keystone event-
let servers.

keyfile=/etc/ keystone/ssl/pri-
vat e/ keyst onekey. pem

(StrOpt) Path of the keyfile for SSL.

[signing]

ca_certs =/etc/ keystonel/ssl/certs/ca. pem

(StrOpt) Path of the CA for token signing.

ca_key =/etc/ keystone/ ssl/private/cakey. pem

(StrOpt) Path of the CA key for token signing.

cert _subj ect =/ C=US/ ST=Unset / L=Unset/
O=Unset / CN=ww. exanpl e. com

(StrOpt) Certificate subject (auto generated certificate) for
token signing.

certfile=/etc/keystonel/ssl/certs/
signi ng_cert. pem

(StrOpt) Path of the certfile for token signing. For non-
production environments, you may be interested in using
“keystone-manage pki_setup” to generate self-signed cer-
tificates.

key_size =2048

(IntOpt) Key size (in bits) for token signing cert (auto gen-
erated certificate).

keyfile=/etc/ keystone/ssl/pri-
vat e/ si gni ng_key. pem

(StrOpt) Path of the keyfile for token signing.

val i d_days = 3650

(IntOpt) Days the token signing cert is valid for (auto gen-
erated certificate).

[ssl]

ca_key =/etc/ keystone/ ssl/private/cakey. pem

(StrOpt) Path of the CA key file for SSL.

cert _subj ect =/ C=US/ ST=Unset/ L=Unset/
O=Unset / CN=l ocal host

(StrOpt) SSL certificate subject (auto generated certifi-
cate).

key_size=1024

(IntOpt) SSL key length (in bits) (auto generated certifi-
cate).

val i d_days =3650

(IntOpt) Days the certificate is valid for once signed (auto
generated certificate).
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Table 7.7. Description of catalog configuration options

Configuration option = Default value ‘ Description
[catalog]
cache_ti me =None (IntOpt) Time to cache catalog data (in seconds). This has

no effect unless global and catalog caching are enabled.

cachi ng=True (BoolOpt) Toggle for catalog caching. This has no effect
unless global caching is enabled.

driver = (StrOpt) Catalog backend driver.
keyst one. cat al og. backends. sqgl . Cat al og

list_limt =None (IntOpt) Maximum number of entities that will be re-
turned in a catalog collection.

tenpl ate_fil e=default _catal og.tenpl at es (StrOpt) Catalog template file name for use with the tem-
plate catalog backend.

Table 7.8. Description of common configuration options

Configuration option = Default value ‘ Description
[DEFAULT]
nencached_servers =None ‘(ListOpt) Memcached servers or None for in process cache.

[keystone_authtoken]

nmencached_servers =None (ListOpt) Optionally specify a list of memcached server(s)
to use for caching. If left undefined, tokens will instead be
cached in-process.

Table 7.9. Description of credential configuration options

Configuration option = Default value ‘ Description

[credential]

driver = (StrOpt) Credential backend driver.
keyst one. credenti al . backends. sql . Credenti al

Table 7.10. Description of database configuration options

Configuration option = Default value ‘ Description

[database]

backend =sql al cheny (StrOpt) The back end to use for the database.

connection=None (StrOpt) The SQLAIchemy connection string to use to con-
nect to the database.

connecti on_debug=0 (IntOpt) Verbosity of SQL debugging information:
0=None, 100=Everything.

connection_trace =Fal se (BoolOpt) Add Python stack traces to SQL as comment
strings.

db_inc_retry_interval =True (BoolOpt) If True, increases the interval between database
connection retries up to db_max_retry_interval.

db_max_retries=20 (IntOpt) Maximum database connection retries before er-
ror is raised. Set to -1 to specify an infinite retry count.

db_max_retry_interval =10 (IntOpt) If db_inc_retry_interval is set, the maximum sec-
onds between database connection retries.

db_retry_interval =1 (IntOpt) Seconds between database connection retries.

idle_timout =3600 (IntOpt) Timeout before idle SQL connections are reaped.

max_over f | ow= None (IntOpt) If set, use this value for max_overflow with
SQLAIchemy.
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Configuration option = Default value

Description

max_pool _si ze = None

(IntOpt) Maximum number of SQL connections to keep
open in a pool.

max_retries=10

(IntOpt) Maximum number of database connection retries
during startup. Set to -1 to specify an infinite retry count.

m n_pool _size=1

(IntOpt) Minimum number of SQL connections to keep
open in a pool.

nysql _sql _node = TRADI TI ONAL

(StrOpt) The SQL mode to be used for MySQL sessions.
This option, including the default, overrides any serv-
er-set SQL mode. To use whatever SQL mode is set by
the server configuration, set this to no value. Example:
mysql_sql_mode=

pool _ti meout =None

(IntOpt) If set, use this value for pool_timeout with
SQLAIchemy.

retry_interval =10

(IntOpt) Interval between retries of opening a SQL connec-
tion.

sl ave_connecti on =None

(StrOpt) The SQLAIchemy connection string to use to con-
nect to the slave database.

sqlite_db=oslo.sqglite

(StrOpt) The file name to use with SQLite.

sqgl i te_synchronous =True

(BoolOpt) If True, SQLite uses synchronous mode.

use_db_reconnect =Fal se

(BoolOpt) Enable the experimental use of database recon-
nect on connection lost.

Table 7.11. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

backdoor _port =None

(StrOpt) Enable eventlet backdoor. Acceptable values are
0, <port>, and <start>:<end>, where 0 results in listening
on a random tcp port number; <port> results in listening
on the specified port number (and not enabling backdoor
if that port is in use); and <start>:<end> results in listening
on the smallest unused port number within the specified
range of port numbers. The chosen port is displayed in the
service's log file.

pydev_debug_host =None

(StrOpt) Host to connect to for remote debugger.

pydev_debug_port =None

(IntOpt) Port to connect to for remote debugger.

standard_t hr eads =Fal se

(BoolOpt) Do not monkey-patch threading system mod-
ules.

[audit]

nanespace = openst ack

‘(StrOpt) namespace prefix for generated id

Table 7.12. Description of domain configuration options

Configuration option = Default value

‘ Description

[domain_config]

cache_ti ne =300

(IntOpt) TTL (in seconds) to cache domain config data.
This has no effect unless domain config caching is enabled.

cachi ng=True

(BoolOpt) Toggle for domain config caching. This has no
effect unless global caching is enabled.

driver =
keyst one. resour ce. confi g_backends. sql . Donai

(StrOpt) Domain config backend driver.
nConfig
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Table 7.13. Description of EC2 configuration options

Configuration option = Default value ‘ Description

[keystone_ec2_token]

cafil e=None (StrOpt) A PEM encoded certificate authority to use when
verifying HTTPS connections. Defaults to the system CAs.

certfile=None (StrOpt) Client certificate key filename. Required if EC2
server requires client certificate.

i nsecur e =Fal se (BoolOpt) Disable SSL certificate verification.

keyfil e =None (StrOpt) Required if EC2 server requires client certificate.

url =http://1 ocal host: 5000/ v2. 0/ ec2t okens (StrOpt) URL to get token from ec2 request.

Table 7.14. Description of federation configuration options

Configuration option = Default value ‘ Description

[federation]

assertion_prefix= (StrOpt) Value to be used when filtering assertion parame-
ters from the environment.

driver = (StrOpt) Federation backend driver.
keyst one. contri b. f eder ati on. backends. sql . Feder ati on

f eder at ed_dommi n_nane = Feder at ed (StrOpt) A domain name that is reserved to allow feder-
ated ephemeral users to have a domain concept. Note
that an admin will not be able to create a domain with
this name or update an existing domain to this name. You
are not advised to change this value unless you really have
to. Changing this option to empty string or None will not
have any impact and default name will be used.

renote_id_attribute=None (StrOpt) Value to be used to obtain the entity ID of the
Identity Provider from the environment (e.qg. if using the
mod_shib plugin this value is " Shib-ldentity-Provider").

sso_cal | back_t enpl ate =/etc/ key- (StrOpt) Location of Single Sign-On callback handler, will
stone/ sso_cal | back_t enpl ate. ht m return a token to a trusted dashboard host.
trusted_dashboard =[] (MultiStrOpt) A list of trusted dashboard hosts. Before ac-

cepting a Single Sign-On request to return a token, the ori-
gin host must be a member of the trusted_dashboard list.
This configuration option may be repeated for multiple
values. For example: trusted_dashboard=http://acme.com
trusted_dashboard=http://beta.com

Table 7.15. Description of Fernet tokens configuration options

Configuration option = Default value ‘ Description

[fernet_tokens]

key_repository =/etc/ keystone/fernet-keys/ |(StrOpt) Directory containing Fernet token keys.

max_active_keys =3 (IntOpt) This controls how many keys are held in rotation
by keystone-manage fernet_rotate before they are dis-
carded. The default value of 3 means that keystone will
maintain one staged key, one primary key, and one sec-
ondary key. Increasing this value means that additional
secondary keys will be kept in the rotation.

Table 7.16. Description of identity configuration options

Configuration option = Default value ‘ Description
[identity]
cache_time =600 (IntOpt) Time to cache identity data (in seconds). This has

no effect unless global and identity caching are enabled.
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Configuration option = Default value

Description

cachi ng=True

(BoolOpt) Toggle for identity caching. This has no effect
unless global caching is enabled.

defaul t _domai n_i d=defaul t

(StrOpt) This references the domain to use for all Identity
API v2 requests (which are not aware of domains). A do-
main with this ID will be created for you by keystone-man-
age db_sync in migration 008. The domain referenced by
this ID cannot be deleted on the v3 API, to prevent ac-
cidentally breaking the v2 API. There is nothing special
about this domain, other than the fact that it must exist to
order to maintain support for your v2 clients.

donai n_config_dir =/etc/keystone/ domai ns

(StrOpt) Path for Keystone to locate the do-
main specific identity configuration files if
domain_specific_drivers_enabled is set to true.

donmi n_confi gurations_from dat abase =Fal se

(BoolOpt) Extract the domain specific configuration op-
tions from the resource backend where they have been
stored with the domain data. This feature is disabled by
default (in which case the domain specific options will be
loaded from files in the domain configuration directory);
set to true to enable.

donai n_speci fic_drivers_enabl ed =Fal se

(BoolOpt) A subset (or all) of domains can have their own
identity driver, each with their own partial configuration
options, stored in either the resource backend or in a file
in a domain configuration directory (depending on the
setting of domain_configurations_from_database). Only
values specific to the domain need to be specified in this
manner. This feature is disabled by default; set to true to
enable.

driver =
keystone.identity. backends.sqgl.ldentity

(StrOpt) Identity backend driver.

list_limt =None

(IntOpt) Maximum number of entities that will be re-
turned in an identity collection.

max_passwor d_| engt h =4096

(IntOpt) Maximum supported length for user passwords;

decrease to improve performance.

Table 7.17. Description of KVS configuration options

Configuration option = Default value ‘ Description
[kvs]
backends = (ListOpt) Extra dogpile.cache backend modules to register

with the dogpile.cache library.

config_prefix=keystone. kvs

(StrOpt) Prefix for building the configuration dictionary for
the KVS region. This should not need to be changed unless
there is another dogpile.cache region with the same con-
figuration name.

defaul t _| ock_tinmeout =5

(IntOpt) Default lock timeout (in seconds) for distributed
locking.

enabl e_key_mangl er =True

(BoolOpt) Toggle to disable using a key-mangling function
to ensure fixed length keys. This is toggle-able for debug-
ging purposes, it is highly recommended to always leave
this set to true.

Table 7.18. Description of LDAP configuration options

Configuration option = Default value

‘ Description

[Idap]

al i as_dereferenci ng=defaul t

(StrOpt) The LDAP dereferencing option for queries. This

"o non

can be either "never", "searching", "always", "finding" or
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Configuration option = Default value

Description

"default". The "default" option falls back to using default
dereferencing configured by your Idap.conf.

al | ow_subtree_del ete =Fal se

(BoolOpt) Delete subtrees using the subtree delete con-
trol. Only enable this option if your LDAP server supports
subtree deletion.

aut h_pool _connection_lifetinme =60

(IntOpt) End user auth connection lifetime in seconds.

aut h_pool _si ze =100

(IntOpt) End user auth connection pool size.

chase_referral s =None

(BoolOpt) Override the system's default referral chasing
behavior for queries.

debug_| evel =None

(IntOpt) Sets the LDAP debugging level for LDAP calls. A
value of 0 means that debugging is not enabled. This value
is a bitmask, consult your LDAP documentation for possi-
ble values.

dunb_menber =cn=dunb, dc=nonexi st ent

(StrOpt) DN of the "dummy member" to use when
"use_dumb_member" is enabled.

group_additional _attribute_mapping=

(ListOpt) Additional attribute mappings for groups. At-
tribute mapping format is <ldap_attr>:<user_attr>, where
Idap_attr is the attribute in the LDAP entry and user_attr is
the Identity API attribute.

group_al l ow create=True

(BoolOpt) Allow group creation in LDAP backend.

group_al | ow_del ete =True

(BoolOpt) Allow group deletion in LDAP backend.

group_al | ow_updat e =True

(BoolOpt) Allow group update in LDAP backend.

group_attribute_ignore=

(ListOpt) List of attributes stripped off the group on up-
date.

group_desc_attri bute=description

(StrOpt) LDAP attribute mapped to group description.

group_filter =None

(StrOpt) LDAP search filter for groups.

group_id_attribute=cn

(StrOpt) LDAP attribute mapped to group id.

group_nenber _attri but e =nenber

(StrOpt) LDAP attribute mapped to show group member-
ship.

group_nane_attribute=ou

(StrOpt) LDAP attribute mapped to group name.

gr oup_obj ect cl ass =gr oupOf Nanes

(StrOpt) LDAP objectclass for groups.

group_tree_dn=None

(StrOpt) Search base for groups.

page_size=0

(IntOpt) Maximum results per page; a value of zero ("0")
disables paging.

passwor d = None

(StrOpt) Password for the BindDN to query the LDAP serv-
er.

pool _connection_lifetine=600

(IntOpt) Connection lifetime in seconds.

pool _connection_tineout =-1

(IntOpt) Connector timeout in seconds. Value -1 indicates
indefinite wait for response.

pool _retry_delay=0.1

(FloatOpt) Time span in seconds to wait between two re-
connect trials.

pool _retry_max =3

(IntOpt) Maximum count of reconnect trials.

pool _size=10

(IntOpt) Connection pool size.

proj ect _additional _attribute_mapping=

(ListOpt) Additional attribute mappings for projects. At-
tribute mapping format is <ldap_attr>:<user_attr>, where
Idap_attr is the attribute in the LDAP entry and user_attr is
the Identity API attribute.

project_allow create=True

(BoolOpt) Allow project creation in LDAP backend.

project_all ow del ete=True

(BoolOpt) Allow project deletion in LDAP backend.

proj ect_al |l ow_updat e =True

(BoolOpt) Allow project update in LDAP backend.
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Configuration option = Default value

Description

project_attribute_ignore=

(ListOpt) List of attributes stripped off the project on up-
date.

project_desc_attribute=description

(StrOpt) LDAP attribute mapped to project description.

proj ect_domain_id_attribute=busi nessCate-
gory

(StrOpt) LDAP attribute mapped to project domain_id.

proj ect _enabl ed_attri but e =enabl ed

(StrOpt) LDAP attribute mapped to project enabled.

proj ect _enabl ed_enul ati on =Fal se

(BoolOpt) If true, Keystone uses an alternative method to
determine if a project is enabled or not by checking if they
are a member of the "project_enabled_emulation_dn"

group.

proj ect _enabl ed_enul ati on_dn =None

(StrOpt) DN of the group entry to hold enabled projects
when using enabled emulation.

project_filter =None

(StrOpt) LDAP search filter for projects.

project_id_attribute=cn

(StrOpt) LDAP attribute mapped to project id.

proj ect _menber _attri bute=menber

(StrOpt) LDAP attribute mapped to project membership
for user.

project_nane_attribute=ou

(StrOpt) LDAP attribute mapped to project name.

proj ect _obj ect cl ass =gr oupOf Nanmes

(StrOpt) LDAP objectclass for projects.

proj ect _tree_dn=None

(StrOpt) Search base for projects

query_scope =one

(StrOpt) The LDAP scope for queries, this can be either
"one" (onelevel/singleLevel) or "sub" (subtree/wholeSub-
tree).

rol e_addi tional _attribute_mapping=

(ListOpt) Additional attribute mappings for roles. At-
tribute mapping format is <Idap_attr>:<user_attr>, where
Idap_attr is the attribute in the LDAP entry and user_attr is
the Identity API attribute.

role_all ow create=True

(BoolOpt) Allow role creation in LDAP backend.

rol e_all ow_del ete=True

(BoolOpt) Allow role deletion in LDAP backend.

rol e_al | ow_updat e =True

(BoolOpt) Allow role update in LDAP backend.

role_attribute_ignore=

(ListOpt) List of attributes stripped off the role on update.

role_filter =None

(StrOpt) LDAP search filter for roles.

role_id_attribute=cn

(StrOpt) LDAP attribute mapped to role id.

rol e_nenber _attribute=rol eCccupant

(StrOpt) LDAP attribute mapped to role membership.

rol e_name_attribute=ou

(StrOpt) LDAP attribute mapped to role name.

rol e_obj ect cl ass =organi zat i onal Rol e

(StrOpt) LDAP objectclass for roles.

rol e_tree_dn=None

(StrOpt) Search base for roles.

suf fi x =cn=exanpl e, cn=com

(StrOpt) LDAP server suffix

tls_cacertdir =None

(StrOpt) CA certificate directory path for communicating
with LDAP servers.

tls_cacertfile=None

(StrOpt) CA certificate file path for communicating with
LDAP servers.

tls_req_cert =demand

(StrOpt) Valid options for tls_req_cert are demand, never,
and allow.

url =1 dap://1 ocal host

(StrOpt) URL for connecting to the LDAP server.

use_aut h_pool =Fal se

(BoolOpt) Enable LDAP connection pooling for end user
authentication. If use_pool is disabled, then this setting is
meaningless and is not used at all.

use_dunb_nenber =Fal se

(BoolOpt) If true, will add a dummy member to groups.
This is required if the objectclass for groups requires the
"member" attribute.

use_pool =Fal se

(BoolOpt) Enable LDAP connection pooling.
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Configuration option = Default value

Description

use_tls=Fal se

(BoolOpt) Enable TLS for communicating with LDAP
servers.

user =None

(StrOpt) User BindDN to query the LDAP server.

user_additional _attribute_mapping=

(ListOpt) List of additional LDAP attributes used for
mapping additional attribute mappings for users. At-
tribute mapping format is <Idap_attr>:<user_attr>, where
Idap_attr is the attribute in the LDAP entry and user_attr is
the Identity API attribute.

user _all ow _create=True

(BoolOpt) Allow user creation in LDAP backend.

user _al | ow_del ete=True

(BoolOpt) Allow user deletion in LDAP backend.

user _al | ow_updat e =True

(BoolOpt) Allow user updates in LDAP backend.

user _attribute_ignore=default_project_id,
tenants

(ListOpt) List of attributes stripped off the user on update.

user _default_project_id_attribute=None

(StrOpt) LDAP attribute mapped to default_project_id for
users.

user _enabl ed_attri but e =enabl ed

(StrOpt) LDAP attribute mapped to user enabled flag.

user _enabl ed_defaul t =True

(StrOpt) Default value to enable users. This should match
an appropriate int value if the LDAP server uses non-
boolean (bitmask) values to indicate if a user is enabled
or disabled. If this is not set to "True" the typical value is
"512". This is typically used when "user_enabled_attribute
= userAccountControl".

user _enabl ed_emul ati on =Fal se

(BoolOpt) If true, Keystone uses an alternative method to
determine if a user is enabled or not by checking if they
are a member of the "user_enabled_emulation_dn" group.

user _enabl ed_enul ati on_dn = None

(StrOpt) DN of the group entry to hold enabled users
when using enabled emulation.

user _enabl ed_i nvert =Fal se

(BoolOpt) Invert the meaning of the boolean enabled
values. Some LDAP servers use a boolean lock attribute
where "true" means an account is disabled. Setting
"user_enabled_invert = true" will allow these lock at-
tributes to be used. This setting will have no effect if
"user_enabled_mask" or "user_enabled_emulation" set-
tings are in use.

user _enabl ed_mask =0

(IntOpt) Bitmask integer to indicate the bit that the en-
abled value is stored in if the LDAP server represents "en-
abled" as a bit on an integer rather than a boolean. A val-
ue of "0" indicates the mask is not used. If this is not set
to "0" the typical value is "2". This is typically used when
"user_enabled_attribute = userAccountControl".

user _filter =None

(StrOpt) LDAP search filter for users.

user _id_attribute=cn

(StrOpt) LDAP attribute mapped to user id. WARNING:
must not be a multivalued attribute.

user_mail _attribute=nmail

(StrOpt) LDAP attribute mapped to user email.

user_nane_attribute=sn

(StrOpt) LDAP attribute mapped to user name.

user _obj ect cl ass =i net Or gPer son

(StrOpt) LDAP objectclass for users.

user _pass_attribut e =userPassword

(StrOpt) LDAP attribute mapped to password.

user _tree_dn=None

(StrOpt) Search base for users.

Table 7.19. Description of logging configuration options

Configuration option = Default value

‘ Description

[DEFAULT]
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Configuration option = Default value

Description

debug = Fal se

(BoolOpt) Print debugging output (set logging level to DE-
BUG instead of default WARNING level).

defaul t _| og_I| evel s =angp=WARN,

amgpl i b=WARN, bot 0=WARN, gpi d=WARN,

sql al cheny=WARN, suds=Il NFQ,

osl 0. messagi ng=I NFO, i so8601=WARN,

request s. packages. urllib3. connecti onpool =WA
url l'i b3. connecti onpool =WARN,

websocket =\WARN,

requests. packages. urllib3.util.retry=WARN,
urllib3.util.retry=WARN,

keyst onem ddl ewar e=WARN,

rout es. m ddl ewar e=WARN, st evedor e=\WARN

(ListOpt) List of logger=LEVEL pairs.

fatal _deprecations =Fal se

(BoolOpt) Enables or disables fatal status of deprecations.

instance_format ="[instance: % uuid)s]

(StrOpt) The format for an instance that is passed with the
log message.

i nstance_uuid_format ="[instance: % uuid)s]

(StrOpt) The format for an instance UUID that is passed
with the log message.

| og_confi g_append = None

(StrOpt) The name of a logging configuration file. This file
is appended to any existing logging configuration files. For
details about logging configuration files, see the Python
logging module documentation.

| og_dat e_format =%- %n % % YM %S

(StrOpt) Format string for %%(asctime)s in log records. De-
fault: %(default)s .

| og_dir =None

(StrOpt) (Optional) The base directory used for relative —
log-file paths.

| og_file=None

(StrOpt) (Optional) Name of log file to output to. If no de-
fault is set, logging will go to stdout.

| og_f or mat =None

(StrOpt) DEPRECATED. A logging.Formatter log mes-
sage format string which may use any of the available
logging.LogRecord attributes. This option is depre-
cated. Please use logging_context_format_string and
logging_default_format_string instead.

| oggi ng_context_format_string=

% asctine)s. % nsecs) 03d % process)d

% | evel nane)s % nane)s [%request_id)s

% user_identity)s] %instance)s% nessage)s

(StrOpt) Format string to use for log messages with con-
text.

| oggi ng_debug_format _suffix=9%funcNane)s
% pat hnane) s: % | i neno)d

(StrOpt) Data to append to log format when level is DE-
BUG.

| oggi ng_defaul t_format_string=9%asctinme)s.
% nsecs) 03d % process)d %I evel nane)s
% name)s [-] %instance)s% nessage)s

(StrOpt) Format string to use for log messages without
context.

| oggi ng_exception_prefix=9%asctine)s.
% nsecs) 03d % process)d TRACE % nane)s
% i nst ance) s

(StrOpt) Prefix each line of exception output with this for-
mat.

publi sh_errors =Fal se

(BoolOpt) Enables or disables publication of error events.

syslog_log_facility=LOG USER

(StrOpt) Syslog facility to receive log lines.

use_sysl og =Fal se

(BoolOpt) Use syslog for logging. Existing syslog format
is DEPRECATED during |, and will change in J to honor
RFC5424.

use_syslog_rfc_format =Fal se

(BoolOpt) (Optional) Enables or disables syslog rfc5424
format for logging. If enabled, prefixes the MSG part of
the syslog message with APP-NAME (RFC5424). The for-
mat without the APP-NAME is deprecated in |, and will be
removed in J.

use_stderr =True

(BoolOpt) Log output to standard error.
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Configuration option = Default value

Description

ver bose =Fal se

(BoolOpt) Print more verbose output (set logging level to
INFO instead of default WARNING level).

Table 7.20. Description of mapping configuration options

Configuration option = Default value

‘ Description

[identity_mapping]

backwar d_conpati bl e_i ds =True

(BoolOpt) The format of user and group IDs changed

in Juno for backends that do not generate UUIDs (e.g.
LDAP), with keystone providing a hash mapping to the
underlying attribute in LDAP. By default this mapping is
disabled, which ensures that existing IDs will not change.
Even when the mapping is enabled by using domain spe-
cific drivers, any users and groups from the default domain
being handled by LDAP wiill still not be mapped to ensure
their IDs remain backward compatible. Setting this val-

ue to False will enable the mapping for even the default
LDAP driver. It is only safe to do this if you do not already
have assignments for users and groups from the default
LDAP domain, and it is acceptable for Keystone to provide
the different IDs to clients than it did previously. Typical-
ly this means that the only time you can set this value to
False is when configuring a fresh installation.

driver =
keyst one. i dentity. mappi ng_backends. sql . Mapp

(StrOpt) Keystone Identity Mapping backend driver.
ng

generat or =
keystone.identity.id_generators.sha256. Gene

(StrOpt) Public ID generator for user and group entities.
BEteoKeystone identity mapper only supports generators
that produce no more than 64 characters.

Table 7.21. Description of memcache configuration options

Configuration option = Default value

‘ Description

[memcache]

servers =| ocal host: 11211

(ListOpt) Memcache servers in the format of "host:port".

socket _tinmeout =3

(IntOpt) Timeout in seconds for every call to a server. This
is used by the key value store system (e.g. token pooled
memcached persistence backend).

Table 7.22. Description of OAuth configuration options

Configuration option = Default value

‘ Description

[oauth1]

access_t oken_durati on=286400

(IntOpt) Duration (in seconds) for the OAuth Access To-
ken.

driver =
keyst one. contri b. oaut hl. backends. sql . OAut hl

(StrOpt) Credential backend driver.

request _t oken_durati on=28800

(IntOpt) Duration (in seconds) for the OAuth Request To-
ken.

Table 7.23. Description of os_inherit co

nfiguration options

Configuration option = Default value

‘ Description

[os_inherit]

enabl ed = Fal se

(BoolOpt) role-assignment inheritance to projects from
owning domain or from projects higher in the hierarchy
can be optionally enabled.
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Table 7.24. Description of oslo_middleware configuration options

Configuration option = Default value

‘ Description

[oslo_middleware]

max_r equest _body_si ze =114688

(IntOpt) The maximum body size for each request, in
bytes.

Table 7.25. Description of policy configuration options

Configuration option = Default value

‘ Description

[oslo_policy]

policy_default_rul e=default

(StrOpt) Default rule. Enforced when a requested rule is
not found.

policy dirs=['policy.d]

(MultiStrOpt) Directories where policy configuration files
are stored. They can be relative to any directory in the
search path defined by the config_dir option, or absolute
paths. The file defined by policy_file must exist for these
directories to be searched. Missing or empty directories
are ignored.

policy_file=policy.json

(StrOpt) The JSON file that defines policies.

[policy]

driver =keyst one. pol i cy. backends. sql . Pol i cy

(StrOpt) Policy backend driver.

list_limt =None

(IntOpt) Maximum number of entities that will be re-
turned in a policy collection.

Table 7.26. Description of revoke configuration options

Configuration option = Default value

‘ Description

[revoke]

cache_ti ne=3600

(IntOpt) Time to cache the revocation list and the revoca-
tion events (in seconds). This has no effect unless global
and token caching are enabled.

cachi ng=True

(BoolOpt) Toggle for revocation event caching. This has no
effect unless global caching is enabled.

driver =
keyst one. contri b. revoke. backends. sql . Revoke

(StrOpt) An implementation of the backend for persisting
revocation events.

expiration_buffer =1800

(IntOpt) This value (calculated in seconds) is added to to-
ken expiration before a revocation event may be removed
from the backend.

Table 7.27. Description of role configur

ation options

Configuration option = Default value

‘ Description

[role]

cache_ti nme = None

(IntOpt) TTL (in seconds) to cache role data. This has no ef-
fect unless global caching is enabled.

cachi ng=True

(BoolOpt) Toggle for role caching. This has no effect unless
global caching is enabled.

driver =None

(StrOpt) Role backend driver.

list_limt =None

(IntOpt) Maximum number of entities that will be re-
turned in a role collection.
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Table 7.28. Description of SAML configuration options

Configuration option = Default value

‘ Description

[saml]

assertion_expiration_tine=3600

(IntOpt) Default TTL, in seconds, for any generated SAML
assertion created by Keystone.

certfile=/etc/keystonel/ssl/certs/
si gni ng_cert. pem

(StrOpt) Path of the certfile for SAML signing. For non-
production environments, you may be interested in using
“keystone-manage pki_setup” to generate self-signed cer-
tificates. Note, the path cannot contain a comma.

i dp_cont act _conpany = None

(StrOpt) Company of contact person.

i dp_contact _emai | =None

(StrOpt) Email address of contact person.

i dp_cont act _name = None

(StrOpt) Given name of contact person

i dp_cont act _sur nane = None

(StrOpt) Surname of contact person.

i dp_cont act _t el ephone =None

(StrOpt) Telephone number of contact person.

i dp_cont act _t ype =ot her

(StrOpt) Contact type. Allowed values are: technical, sup-
port, administrative billing, and other

idp_entity_id=None

(StrOpt) Entity ID value for unique Identity Provider iden-
tification. Usually FQDN is set with a suffix. A value is re-
quired to generate IDP Metadata. For example: https://
keystone.example.com/v3/OS-FEDERATION/saml|2/idp

idp_l ang=en

(StrOpt) Language used by the organization.

i dp_net adat a_path =/etc/ key-
stone/ sam 2_i dp_net adat a. xr

(StrOpt) Path to the Identity Provider Metadata file.
This file should be generated with the keystone-manage
saml_idp_metadata command.

i dp_or gani zat i on_di spl ay_nane = None

(StrOpt) Organization name to be displayed.

i dp_or gani zat i on_nane = None

(StrOpt) Organization name the installation belongs to.

i dp_organi zati on_url =None

(StrOpt) URL of the organization.

i dp_sso_endpoi nt =None

(StrOpt) Identity Provider Single-Sign-On service value, re-
quired in the Identity Provider's metadata. A value is re-
quired to generate IDP Metadata. For example: https://
keystone.example.com/v3/OS-FEDERATION/saml2/sso

keyfile=/etc/ keystone/ssl/pri-
vat e/ si gni ng_key. pem

(StrOpt) Path of the keyfile for SAML signing. Note, the
path cannot contain a comma.

relay_state_prefix=ss:nem

(StrOpt) The prefix to use for the RelayState SAML at-
tribute, used when generating ECP wrapped assertions.

xm secl_bi nary =xnl secl

(StrOpt) Binary to be called for XML signing. Install the ap-
propriate package, specify absolute path or adjust your

PATH environment variable if the binary cannot be found.

Table 7.29. Description of security configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

crypt _strength=40000

(IntOpt) The value passed as the keyword "rounds" to
passlib's encrypt method.

Table 7.30. Description of token configuration options

Configuration option = Default value

‘ Description

[token]

al | ow_rescope_scoped_t oken =True

(BoolOpt) Allow rescoping of scoped token. Setting
allow_rescoped_scoped_token to false prevents a user
from exchanging a scoped token for any other token.
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Configuration option = Default value

Description

bi nd =

(ListOpt) External auth mechanisms that should add bind
information to token, e.g., kerberos,x509.

cache_ti nme = None

(IntOpt) Time to cache tokens (in seconds). This has no ef-
fect unless global and token caching are enabled.

cachi ng=True

(BoolOpt) Toggle for token system caching. This has no ef-
fect unless global caching is enabled.

driver =
keyst one. t oken. per si st ence. backends. sql . Tok

(StrOpt) Token persistence backend driver.
en

enf or ce_t oken_bi nd =per mi ssi ve

(StrOpt) Enforcement policy on tokens presented to Key-
stone with bind information. One of disabled, permissive,
strict, required or a specifically required bind mode, e.g.,
kerberos or x509 to require binding to that authentica-
tion.

expirati on=3600

(IntOpt) Amount of time a token should remain valid (in
seconds).

hash_al gorit hm=nd5

(StrOpt) The hash algorithm to use for PKI tokens. This can
be set to any algorithm that hashlib supports. WARNING:
Before changing this value, the auth_token middleware
must be configured with the hash_algorithms, otherwise
token revocation will not be processed correctly.

provi der =
keyst one. t oken. provi ders. uui d. Provi der

(StrOpt) Controls the token construction, valida-
tion, and revocation operations. Core providers
are "keystone.token.providers.[fernet | pkiz | pki|
uuid].Provider".

revoke_by_id=True

(BoolOpt) Revoke token by token identifier. Setting
revoke_by_id to true enables various forms of enumer-
ating tokens, e.g. "list tokens for user”. These enumera-
tions are processed to determine the list of tokens to re-
voke. Only disable if you are switching to using the Revoke
extension with a backend other than KVS, which stores

events in memory.

Table 7.31. Description of trust configuration options

Configuration option = Default value

‘ Description

[trust]

al | ow_r edel egati on =Fal se

(BoolOpt) Enable redelegation feature.

driver =keystone. trust. backends. sql . Trust

(StrOpt) Trust backend driver.

enabl ed =True

(BoolOpt) Delegation and impersonation features can be
optionally disabled.

max_r edel egati on_count =3

(IntOpt) Maximum depth of trust redelegation.

Table 7.32. Description of RPC configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

mat chmaker _heartbeat _freq=300

(IntOpt) Heartbeat frequency.

mat chnmaker _heartbeat _ttl =600

(IntOpt) Heartbeat time-to-live.

rpc_backend =r abbi t

(StrOpt) The messaging driver to use, defaults to rabbit.
Other drivers include gpid and zmg.

rpc_cast _ti meout =30

(IntOpt) Seconds to wait before a cast expires (TTL). Only
supported by impl_zmgq.

rpc_response_ti nmeout =60

(IntOpt) Seconds to wait for a response from a call.

rpc_t hread_pool _size=64

(IntOpt) Size of RPC thread pool.
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Configuration option = Default value

‘ Description

[oslo_messaging_amqp]

al | ow_i nsecure_clients=Fal se

(BoolOpt) Accept clients using either SSL or plain TCP

br oadcast _prefix =broadcast

(StrOpt) address prefix used when broadcasting to all
servers

cont ai ner _nane =None

(StrOpt) Name for the AMQP container

group_request _prefix=uni cast

(StrOpt) address prefix when sending to any server in
group

ide_timout =0

(IntOpt) Timeout for inactive connections (in seconds)

server_request _prefix =exclusive

(StrOpt) address prefix used when sending to a specific
server

ssl _ca_file=

(StrOpt) CA certificate PEM file to verify server certificate

ssl_cert _file=

(StrOpt) Identifying certificate PEM file to present to
clients

ssl _key file=

(StrOpt) Private key PEM file used to sign cert_file certifi-
cate

ssl _key_password = None

(StrOpt) Password for decrypting ssl_key_file (if encrypt-
ed)

trace =Fal se

(BoolOpt) Debug: dump AMQP frames to stdout

Table 7.33. Description of AMQP configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

control _exchange =keyst one

(StrOpt) The default exchange under which topics are
scoped. May be overridden by an exchange name speci-
fied in the transport_url option.

def aul t _publ i sher _i d =None

(StrOpt) Default publisher_id for outgoing notifications

notification_driver =[]

(MultiStrOpt) Driver or drivers to handle sending notifica-
tions.

notification_format =basic

(StrOpt) Define the notification format for Identity Service
events. A "basic" notification has information about the
resource being operated on. A "cadf" notification has the
same information, as well as information about the initia-
tor of the event. Valid options are: basic and cadf

notification_topics=notifications

(ListOpt) AMQP topic used for OpenStack notifications.

transport _url =None

(StrOpt) A URL representing the messaging driver to use
and its full configuration. If not set, we fall back to the
rpc_backend option and driver specific configuration.

Table 7.34. Description of Qpid configuration options

Configuration option = Default value

‘ Description

[oslo_messaging_gpid]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

gpi d_heart beat =60

(IntOpt) Seconds between connection keepalive heart-
beats.

gpi d_host nanme =1 ocal host

(StrOpt) Qpid broker hostname.

gpi d_host s =$qpi d_host nane: $qpi d_port

(ListOpt) Qpid HA cluster host:port pairs.

gpi d_password =

(StrOpt) Password for Qpid connection.

gpi d_port =5672

(IntOpt) Qpid broker port.
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Configuration option = Default value

Description

gpi d_protocol =tcp

(StrOpt) Transport to use, either 'tcp' or 'ssl'.

gpi d_receiver_capacity=1

(IntOpt) The number of prefetched messages held by re-
ceiver.

gpi d_sasl _nechani sns =

(StrOpt) Space separated list of SASL mechanisms to use
for auth.

gpi d_t cp_nodel ay = True

(BoolOpt) Whether to disable the Nagle algorithm.

gpi d_t opol ogy_version=1

(IntOpt) The gpid topology version to use. Version 1 is
what was originally used by impl_gpid. Version 2 includes
some backwards-incompatible changes that allow bro-

ker federation to work. Users should update to version 2
when they are able to take everything down, as it requires
a clean break.

gpi d_user nane =

(StrOpt) Username for Qpid connection.

rpc_conn_pool _size =30

(IntOpt) Size of RPC connection pool.

Table 7.35. Description of RabbitMQ configuration options

Configuration option = Default value

Description

[oslo_messaging_rabbit]

anmgp_aut o_del et e =Fal se

(BoolOpt) Auto-delete queues in AMQP.

anmgp_dur abl e_queues =Fal se

(BoolOpt) Use durable queues in AMQP.

fake_rabbit =Fal se

(BoolOpt) Deprecated, use rpc_backend=kombu+memory
or rpc_backend=fake

heartbeat _rate=2

(IntOpt) How often times during the
heartbeat_timeout_threshold we check the heartbeat.

heart beat _tineout _threshold=0

(IntOpt) Number of seconds after which the Rabbit bro-
ker is considered down if heartbeat's keep-alive fails (0 dis-
ables the heartbeat, >0 enables it. Enabling heartbeats re-
quires kombu>=3.0.7 and amqp>=1.4.0). EXPERIMENTAL

konmbu_reconnect _delay=1.0

(FloatOpt) How long to wait before reconnecting in re-
sponse to an AMQP consumer cancel notification.

konmbu_ssl _ca_certs =

(StrOpt) SSL certification authority file (valid only if SSL en-
abled).

konbu_ssl _certfile=

(StrOpt) SSL cert file (valid only if SSL enabled).

konbu_ssl _keyfile=

(StrOpt) SSL key file (valid only if SSL enabled).

konmbu_ssl _version=

(StrOpt) SSL version to use (valid only if SSL enabled). Valid
values are TLSv1 and SSLv23. SSLv2, SSLv3, TLSv1_1, and
TLSv1_2 may be available on some distributions.

rabbi t _ha_queues =Fal se

(BoolOpt) Use HA queues in RabbitMQ (x-ha-policy: all).
If you change this option, you must wipe the RabbitMQ
database.

rabbit _host =1 ocal host

(StrOpt) The RabbitMQ broker address where a single
node is used.

rabbit _hosts =%$rabbit_host: $rabbit_port

(ListOpt) RabbitMQ HA cluster host:port pairs.

rabbit _| ogi n_net hod = AMQPLAI N

(StrOpt) The RabbitMQ login method.

rabbit_max_retries=0

(IntOpt) Maximum number of RabbitMQ connection re-
tries. Default is O (infinite retry count).

rabbi t _password =guest

(StrOpt) The RabbitMQ password.

rabbi t _port =5672

(IntOpt) The RabbitMQ broker port where a single node is
used.

rabbit_retry_backoff =2

(IntOpt) How long to backoff for between retries when
connecting to RabbitMQ.
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Configuration option = Default value

Description

rabbit_retry_interval =1

(IntOpt) How frequently to retry connecting with Rabbit-
MQ.

rabbit _use_ssl =Fal se

(BoolOpt) Connect over SSL for RabbitMQ.

rabbit _userid=guest

(StrOpt) The RabbitMQ userid.

rabbit _virtual _host =/

(StrOpt) The RabbitMQ virtual host.

rpc_conn_pool _si ze=30

(IntOpt) Size of RPC connection pool.

Table 7.36. Description of ZeroMQ configuration options

Configuration option = Default value

‘ Description

[DEFAULT]

rpc_zng_bi nd_address =*

(StrOpt) ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zng_contexts=1

(IntOpt) Number of ZeroMQ contexts, defaults to 1.

rpc_zng_host =1 ocal host

(StrOpt) Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_znqg_i pc_dir =/var/run/ openst ack

(StrOpt) Directory for holding IPC sockets.

rpc_zng_mat chmaker =1 ocal

(StrOpt) MatchMaker driver.

rpc_zng_port =9501

(IntOpt) ZeroMQ receiver listening port.

rpc_zny_t opi c_backl og =None

(IntOpt) Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.

Table 7.37. Description of Redis configuration options

Configuration option = Default value

‘ Description

[matchmaker_redis]

host =127.0.0.1

(StrOpt) Host to locate redis.

passwor d = None

(StrOpt) Password for Redis server (optional).

port =6379

(IntOpt) Use this port to connect to redis host.

[matchmaker_ring]

ringfile=/etc/osl o/ matchmaker_ring.json

‘ (StrOpt) Matchmaker ring file (JSON).

Identity service sample configuration files

You can find the files described in this section in the / et ¢/ keyst one directory.

keystone.conf

Use the keyst one. conf file to configure most Identity service options:

[ DEFAULT]
#

# From keyst one
#

not represent a user,

H* H HH

production (highly recomrended),
paste application pipelines (for exanple,

A "shared secret" that can be used to bootstrap Keystone. This "token" does
and carries no explicit authorization.
renove Adm nTokenAut hM ddl eware from your

To disable in

in keystone-paste.ini). (string
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# val ue)
#adm n_t oken = ADM N

# (Deprecated) The port which the OpenStack Conmpute service listens on. This
# option was only used for string replacenment in the tenpl ated catal og
backend.
# Tenpl ated cat al ogs shoul d repl ace the "$(conpute_port)s" substitution with
# the static port of the conpute service. As of Juno, this option is
depr ecat ed
# and will be renpved in the L rel ease. (integer val ue)
#conpute_port = 8774

# The base public endpoint URL for Keystone that is advertised to clients

# (NOTE: this does NOT affect how Keystone |istens for connections). Defaults
# to the base host URL of the request. E.g. a request to

# http://server:5000/v3/users will default to http://server:5000. You shoul d
# only need to set this value if the base URL contains a path (e.g. /prefix/
v3)

# or the endpoint should be found on a different server. (string val ue)
#publ i c_endpoi nt = <None>

# The base adnmin endpoint URL for Keystone that is advertised to clients

( NOTE:
# this does NOT affect how Keystone |istens for connections). Defaults to the
# base host URL of the request. E.g. a request to http://server:35357/v3/users
# will default to http://server:35357. You should only need to set this val ue
# if the base URL contains a path (e.g. /prefix/v3) or the endpoint should be
# found on a different server. (string val ue)
#adm n_endpoi nt = <None>

# Maxi mum depth of the project hierarchy. WARNING setting it to a | arge val ue
# may adversely inpact perfornmance. (integer val ue)
#max_proj ect _tree_depth = 5

# Limt the sizes of user & project |ID/ nanmes. (integer val ue)
#max_param si ze = 64

# Simlar to nax_paramsize, but provides an exception for token val ues.
# (i nteger val ue)
#max_t oken_si ze = 8192

# Simlar to the nmenber _rol e name option, this represents the default role ID
# used to associate users with their default projects in the v2 APl. This will
# be used as the explicit role where one is not specified by the v2 API.

# (string val ue)

#menber _rol e_id = 9f e2f f 9ee4384b1894a90878d3e92bab

# This is the role nanme used in conbination with the nenber _role_id option;
see

# that option for nore detail. (string val ue)

#menber _rol e_name = _nmenber _

# The val ue passed as the keyword "rounds"” to passlib's encrypt nethod.
# (integer val ue)
#crypt _strength = 40000

# The maxi mum nunber of entities that will be returned in a collection, with
no

# 1limt set by default. This global Iimt nay be then overridden for a
specific
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# driver, by specifying a list_linmt in the appropriate section (e.g.
# [assignnment]). (integer val ue)
#list_limt = <None>

# Set this to false if you want to enable the ability for user, group and

# project entities to be noved between domai ns by updating their domain_id.

# Al owi ng such novenent is not reconmended if the scope of a domain admin is
# being restricted by use of an appropriate policy file (see

# policy.v3cl oudsanpl e as an exanpl e). (bool ean val ue)

#domai n_i d_i mut abl e = true

# If set to true, strict password | ength checking is performed for password
# mani pul ation. If a password exceeds the maxi mum | ength, the operation will
# fail with an HTTP 403 Forbidden error. If set to fal se, passwords are

# automatically truncated to the maxi mum | ength. (bool ean val ue)
#strict_password_check = fal se

# The HTTP header used to determ ne the schenme for the original request, even
# if it was renpved by an SSL term nating proxy. Typical value is

# "HTTP_X FORWARDED PROTO'. (string val ue)

#secure_proxy_ssl _header = <None>

#
# From keystone. notifications
#

# Default publisher_id for outgoing notifications (string val ue)
#def aul t _publ i sher _id = <None>

# Define the notification format for ldentity Service events. A "basic"

# notification has information about the resource being operated on. A "cadf"
# notification has the sane information, as well as information about the

# initiator of the event. Valid options are: basic and cadf (string val ue)
#notification_format = basic

From keyst one. openst ack. common. event | et _backdoor

H H

# Enabl e eventl et backdoor. Acceptable values are 0, <port>, and

# <start>:<end> where O results in listening on a randomtcp port number;

# <port> results in listening on the specified port nunmber (and not enabling
# backdoor if that port is in use); and <start>:<end> results in |istening on
# the small est unused port nunber within the specified range of port nunbers.
# The chosen port is displayed in the service's log file. (string val ue)
#backdoor _port = <None>

#

# From osl 0.1 og

#

# Print debuggi ng output (set |ogging |evel to DEBUG i nstead of default
VARNI NG

# level ). (bool ean val ue)

#debug = fal se

# Print nore verbose output (set |ogging |level to INFO instead of default
# WARNI NG | evel ). (bool ean val ue)
#ver bose = fal se
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# The nanme of a |ogging configuration file. This file is appended to any

# existing logging configuration files. For details about | ogging
configuration

# files, see the Python | oggi ng nmodul e docunentation. (string val ue)

# Deprecated group/nane - [DEFAULT]/I og_config

#l og_confi g_append = <None>

# DEPRECATED. A | ogging. Formatter | og nessage format string which may use any
# of the avail abl e | oggi ng. LogRecord attributes. This option is deprecated.

# Pl ease use | ogging context format_string and | oggi ng default format_string
# instead. (string val ue)

#l og_format = <None>

# Format string for %fasctime)s in log records. Default: %default)s .
(string

# val ue)

#l og_date_format = %/- %m % %1 YM %S

# (Optional) Name of log file to output to. If no default is set, |logging wll
# go to stdout. (string val ue)

# Deprecated group/nanme - [DEFAULT]/I ogfile

#l og_file = <None>

# (Optional) The base directory used for relative --log-file paths. (string
# val ue)

# Deprecated group/nane - [DEFAULT]/I ogdir

#l og_dir = <None>

# Use syslog for |ogging. Existing syslog format i s DEPRECATED during I, and
# will change in J to honor RFC5424. (bool ean val ue)
#use_sysl og = fal se

# (Optional) Enables or disables syslog rfc5424 format for |ogging. If
enabl ed,

# prefixes the MSG part of the syslog nessage with APP-NAME (RFC5424). The
# format without the APP-NAME is deprecated in |, and will be renoved in J.
# (bool ean val ue)

#use_syslog_rfc_format = fal se

# Syslog facility to receive log lines. (string val ue)
#syslog_l og_facility = LOG USER

# Log output to standard error. (bool ean val ue)
#use_stderr = true

# Format string to use for |og nessages with context. (string val ue)

#| oggi ng_context _format _string = % asctine)s. ¥ nsecs) 03d % process)d
% | evel nane)s % nane)s [%request _id)s %user_identity)s] %i nstance)s

% nmessage) s

# Format string to use for |og nessages without context. (string val ue)
#|l oggi ng_default _format _string = % asctine)s. % nsecs) 03d % process)d
% | evel nane)s % nanme)s [-] % i nstance)s% nessage) s

# Data to append to log format when level is DEBUG (string val ue)
#| oggi ng_debug_format _suffix = % funcNane)s % pat hnane)s: %! i neno)d

# Prefix each Iine of exception output with this format. (string val ue)
#| oggi ng_exception_prefix = % asctine)s. % nsecs)03d % process)d TRACE % nane) s
% i nst ance) s
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# List of |ogger=LEVEL pairs. (list value)

#defaul t _| og_| evel s = angp=WARN, angpl i b=WARN, bot 0=WARN, gpi d=WARN, sql al chenmy=
WARN, suds=I NFQ, osl 0. nessagi ng=I NFO, i so8601=WARN, r equest s. packages. url | i b3
connect i onpool =WARN, ur | | i b3. connect i onpool =WARN, websocket =WARN, r equest s.
packages. urllib3.util.retry=WARN, urllib3.util.retry=WARN, keyst onem ddl ewar e=
VWARN, r out es. m ddl ewar e=WARN, st evedor e=WWARN

# Enabl es or disables publication of error events. (bool ean val ue)
#publish_errors = fal se

# Enabl es or disables fatal status of deprecations. (bool ean val ue)
#f atal _deprecations = fal se

# The format for an instance that is passed with the | og nmessage. (string
# val ue)
#i nstance_format = "[instance: % uuid)s]

# The format for an instance UUID that is passed with the | og nessage. (string

# val ue)

#instance_uuid format = "[instance: %uuid)s] "
#

# From osl 0. nessagi ng

#

# ZeroMQ bi nd address. Should be a wildcard (*), an ethernet interface, or |IP.
# The "host" option should point or resolve to this address. (string val ue)
#rpc_zng_bi nd_address = *

# Mat chMaker driver. (string val ue)
#rpc_zmg_mat chnmaker = osl o_nessagi ng. _dri vers. mat chmaker . Mat chiaker Local host

# ZeroMQ receiver listening port. (integer val ue)
#rpc_zmg_port = 9501

# Nunber of ZeroM) contexts, defaults to 1. (integer val ue)
#rpc_znmg_contexts = 1

# Maxi mum nunber of ingress nmessages to locally buffer per topic. Default is
# unlimted. (integer val ue)
#rpc_zng_t opi c_backl og = <None>

# Directory for holding | PC sockets. (string val ue)
#rpc_zmg_i pc_dir = /var/run/ openst ack

# Nane of this node. Must be a valid hostnanme, FQDN, or |P address. Mist natch
# "host" option, if running Nova. (string val ue)
#rpc_zmy_host = | ocal host

# Seconds to wait before a cast expires (TTL). Only supported by inpl_zng.
# (integer val ue)
#rpc_cast _timeout = 30

# Heartbeat frequency. (integer val ue)
#mat chmaker _heartbeat _freq = 300

# Heartbeat time-to-live. (integer val ue)
#mat chmaker _heartbeat _ttl = 600
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# Size of RPC thread pool. (integer value)
#rpc_thread_pool _size = 64

# Driver or drivers to handle sending notifications. (nulti val ued)
#notification_driver =

# AMQP topic used for OpenStack notifications. (list value)
# Deprecated group/nanme - [rpc_notifier2]/topics
#notification_topics = notifications

# Seconds to wait for a response froma call. (integer val ue)
#rpc_response_ti meout = 60

# A URL representing the nessaging driver to use and its full configuration.
I f

# not set, we fall back to the rpc_backend option and driver specific

# configuration. (string val ue)

#transport _url = <None>

# The messaging driver to use, defaults to rabbit. OQher drivers include gpid
# and zng. (string val ue)
#rpc_backend = rabbit

# The default exchange under which topics are scoped. May be overridden by an
# exchange nane specified in the transport_url option. (string val ue)
#control _exchange = keystone

[ assi gnment ]

#
# From keyst one
#

# Assi gnnent backend driver. (string val ue)
#driver = <None>

[ aut h]

#

# From keyst one

#

# Default auth methods. (list val ue)
#met hods = external , password, t oken, oaut hl

# The password auth plugin nodule. (string val ue)
#passwor d = keyst one. aut h. pl ugi ns. passwor d. Passwor d

# The token auth plugin nodul e. (string val ue)
#t oken = keystone. aut h. pl ugi ns. t oken. Token

# The external (REMOTE_USER) auth plugin nmodule. (string val ue)
#ext ernal = keystone. aut h. pl ugi ns. ext er nal . Def aul t Donmai n

# The oAuthl.0 auth plugin nodule. (string val ue)
#oaut hl = keyst one. aut h. pl ugi ns. oaut hl. QAut h
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[ cache]

#

# From keyst one

#

# Prefix for building the configuration dictionary for the cache region. This
# shoul d not need to be changed unl ess there is another dogpile.cache region
# with the sane configuration nane. (string val ue)

#config_prefix = cache. keyst one

# Default TTL, in seconds, for any cached itemin the dogpil e.cache region.
# This applies to any cached nethod that doesn't have an explicit cache

# expiration time defined for it. (integer val ue)

#expiration_tine = 600

# Dogpi | e. cache backend nodule. It is recommended that Mentache with pooling
# (keystone. cache. nencache_pool) or Redis (dogpile.cache.redis) be used in

# production depl oyments. Small workl oads (single process) |ike devstack can
# use the dogpil e. cache. menory backend. (string val ue)

#backend = keyst one. conmon. cache. noop

# Arguments supplied to the backend nodul e. Specify this option once per
# argument to be passed to the dogpil e.cache backend. Exanple fornat:

# "<argname>: <val ue>". (nulti val ued)

#backend_ar gunent =

# Proxy classes to inport that will affect the way the dogpile.cache backend
# functions. See the dogpile.cache docunentati on on changi ng- backend- behavi or.
# (list val ue)

#proxi es =

# G obal toggle for all caching using the shoul d_cache fn nechani sm (bool ean
# val ue)
#enabl ed = fal se

# Extra debuggi ng fromthe cache backend (cache keys, get/set/delete/etc

# calls). This is only really useful if you need to see the specific cache-

# backend get/set/delete calls with the keys/values. Typically this should be
# left set to false. (bool ean val ue)

#debug_cache_backend = fal se

# Mentache servers in the format of "host:port". (dogpile.cache. mnentache and
# keystone. cache. mnentache_pool backends only). (list val ue)
#menctache_servers = | ocal host: 11211

# Nunber of seconds nentached server is considered dead before it is tried
# again. (dogpile.cache. mnentache and keystone. cache. nentache_pool backends
# only). (integer val ue)

#mencache_dead _retry = 300

# Tinmeout in seconds for every call to a server. (dogpile.cache. mentache and
# keyst one. cache. nentache_pool backends only). (integer val ue)
#mencache_socket tineout = 3

# Max total nunber of open connections to every nentached server.
# (keyst one. cache. nencache_pool backend only). (integer val ue)
#mencache_pool _maxsize = 10
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# Nunber of seconds a connection to nenctached is held unused in the pool

bef ore

# it is closed. (keystone.cache. mencache_pool backend only). (integer val ue)
#mencache_pool _unused_ti meout = 60

# Nunber of seconds that an operation will wait to get a nenctache client
# connection. (integer val ue)
#menctache_pool _connection_get timeout = 10

[ cat al og]

#
# From keyst one
#

# Catalog tenplate file nane for use with the tenpl ate catal og backend.
(string

# val ue)

#tenplate file = default_catal og.tenpl ates

# Catal og backend driver. (string val ue)
#driver = keystone. catal og. backends. sqgl . Cat al og

# Toggl e for catal og caching. This has no effect unless global caching is
# enabl ed. (bool ean val ue)
#caching = true

# Tinme to cache catalog data (in seconds). This has no effect unless gl obal
and

# catal og caching are enabl ed. (integer val ue)

#cache_ti ne = <None>

# Maxi mum nunmber of entities that will be returned in a catal og coll ection.
# (integer val ue)
#list_limt = <None>

[credenti al ]

#
# From keyst one
#

# Credential backend driver. (string val ue)
#driver = keystone.credential.backends. sql . Credenti al

[ dat abase]

#
# From osl o. db
#

# The file nane to use with SQLite. (string val ue)
# Deprecated group/nanme - [DEFAULT]/sqlite_db
#sqlite_db = oslo.sqglite

# If True, SQLite uses synchronous node. (bool ean val ue)
# Deprecated group/name - [DEFAULT]/sqlite_synchronous
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#sql i te_synchronous = true

# The back end to use for the database. (string val ue)
# Deprecated group/name - [ DEFAULT]/db_backend
#backend = sqgl al cheny

# The SQLAI cheny connection string to use to connect to the database. (string
# val ue)

# Deprecated group/name - [DEFAULT]/sql _connection

# Deprecated group/nane - [ DATABASE]/sql _connection

# Deprecated group/nanme - [sql]/connection

#connecti on = <None>

# The SQLAI cheny connection string to use to connect to the slave database.
# (string val ue)
#sl ave_connecti on = <None>

# The SQL npde to be used for MySQL sessions. This option, including the

# default, overrides any server-set SQ npde. To use whatever SQ node is set
# by the server configuration, set this to no value. Exanple: nysqgl _sqgl _npde=
# (string val ue)

#nysql _sql _node = TRADI TlI ONAL

# Tineout before idle SQ connections are reaped. (integer val ue)
# Deprecated group/name - [DEFAULT]/sql _idle_timeout

# Deprecated group/nane - [ DATABASE]/sql _idle_tineout

# Deprecated group/name - [sql]/idle_tineout

#idl e ti meout = 3600

# M ni mum nunber of SQL connections to keep open in a pool. (integer val ue)
# Deprecated group/name - [ DEFAULT]/sql _m n_pool _si ze

# Deprecated group/nane - [ DATABASE]/sqgl _m n_pool _size

#m n_pool _size = 1

# Maxi mum nunber of SQL connections to keep open in a pool. (integer val ue)
# Deprecated group/name - [DEFAULT]/sql _max_pool _si ze

# Deprecated group/nane - [ DATABASE]/sql _max_pool _si ze

#max_pool _si ze = <None>

# Maxi mum nunber of database connection retries during startup. Set to -1 to
# specify an infinite retry count. (integer val ue)

# Deprecated group/nanme - [DEFAULT]/sql _nmax_retries

# Deprecated group/nanme - [ DATABASE]/sql _max_retries

#max_retries = 10

# Interval between retries of opening a SQ connection. (integer val ue)
# Deprecated group/name - [DEFAULT]/sql _retry_interval

# Deprecated group/nanme - [ DATABASE]/reconnect i nterval

#retry_interval = 10

# If set, use this value for nmax_overflow wi th SQLAl cheny. (integer val ue)
# Deprecated group/name - [ DEFAULT]/sql _nmax_overfl ow

# Deprecated group/nane - [ DATABASE]/sql al cheny_nmax_overfl ow

#max_over f| ow = <None>

# Verbosity of SQL debuggi ng i nformati on: 0=None, 100=Everything. (i nteger
# val ue)

# Deprecated group/nane - [DEFAULT]/sql _connection_debug

#connecti on_debug = 0
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# Add Python stack traces to SQL as comment strings. (bool ean val ue)
# Deprecated group/nane - [DEFAULT]/sql _connection_trace
#connection_trace = fal se

# If set, use this value for pool tinmeout with SQA chenmy. (integer val ue)
# Deprecated group/nanme - [ DATABASE]/ sql al cheny_pool _ti nmeout
#pool _ti meout = <None>

# Enabl e the experinmental use of database reconnect on connection |ost.
# (bool ean val ue)
#use_db_reconnect = fal se

# Seconds between retries of a database transaction. (integer val ue)
#db_retry_interval =1

# If True, increases the interval between retries of a database operation up
to

# db_max_retry interval. (bool ean val ue)

#db_inc_retry_interval = true

# If db_inc_retry interval is set, the maxi num seconds between retries of a
# dat abase operation. (integer val ue)
#db_max_retry_interval = 10

# Maximumretries in case of connection error or deadl ock error before error
is

# raised. Set to -1 to specify an infinite retry count. (integer val ue)

#db_max _retries = 20

[ domai n_confi g]

#
# From keyst one
#

# Domai n config backend driver. (string val ue)
#driver = keystone. resource. confi g_backends. sql . Domai nConfi g

# Toggl e for domain config caching. This has no effect unless global caching
is

# enabl ed. (bool ean val ue)

#caching = true

# TTL (in seconds) to cache domain config data. This has no effect unless
# donmi n config caching is enabled. (integer val ue)
#cache_time = 300

[ endpoint _filter]

#
# From keyst one
#

# Endpoint Filter backend driver (string val ue)
#driver = keystone.contrib.endpoint_filter.backends. sqgl.EndpointFilter

# Toggle to return all active endpoints if no filter exists. (boolean val ue)
#return_all _endpoints_if_no_filter = true
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[ endpoi nt _pol i cy]

#
# From keyst one
#

# Endpoi nt policy backend driver (string val ue)
#driver = keystone.contrib. endpoint_policy. backends. sql . Endpoi nt Pol i cy

[eventl et _server]

#
# From keyst one
#

# The nunber of worker processes to serve the public eventlet application.
# Defaults to nunmber of CPUs (minimumof 2). (integer val ue)

# Deprecated group/nanme - [DEFAULT]/ public_workers

#publ i c_wor kers = <None>

# The nunber of worker processes to serve the admin eventlet application.
# Defaults to nunmber of CPUs (minimumof 2). (integer val ue)

# Deprecated group/nane - [DEFAULT]/adm n_workers

#adm n_wor kers = <None>

# The I P address of the network interface for the public service to |isten on.
# (string val ue)

# Deprecated group/name - [ DEFAULT]/ bi nd_host

# Deprecated group/nanme - [ DEFAULT]/ public_bi nd_host

#publ i c_bi nd_host = 0.0.0.0

# The port nunber which the public service listens on. (integer val ue)
# Deprecated group/name - [ DEFAULT]/ public_port
#public_port = 5000

# The I P address of the network interface for the admn service to |listen on.
# (string val ue)

# Deprecated group/name - [ DEFAULT]/ bi nd_host

# Deprecated group/nanme - [DEFAULT]/adm n_bi nd_host

#adm n_bi nd_host = 0.0.0.0

# The port nunber which the adm n service |listens on. (integer val ue)
# Deprecated group/nanme - [ DEFAULT]/adm n_port
#adm n_port = 35357

# Set this to true if you want to enabl e TCP_KEEPALI VE on server sockets, i.e.
# sockets used by the Keystone wsgi server for client connections. (boolean

# val ue)

# Deprecated group/name - [ DEFAULT]/tcp_keepalive

#t cp_keepal i ve = fal se

# Sets the val ue of TCP_KEEPIDLE in seconds for each server socket. Only
# applies if tcp_keepalive is true. (integer val ue)

# Deprecated group/name - [DEFAULT]/tcp_keepidle

#t cp_keepi dl e = 600
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[event| et _server_ssl]

#
# From keyst one
#

# Toggl e for SSL support on the Keystone eventlet servers. (bool ean val ue)
# Deprecated group/nane - [ssl]/enable
#enabl e = fal se

# Path of the certfile for SSL. For non-production environnents, you may be
# interested in using " keystone-manage ssl_setup” to generate self-signed

# certificates. (string val ue)

# Deprecated group/name - [ssl]/certfile

#certfile = /etc/ keystone/ssl/certs/keystone. pem

# Path of the keyfile for SSL. (string val ue)
# Deprecated group/nane - [ssl]/keyfile
#tkeyfil e = /etc/ keystone/ ssl/ privat e/ keyst onekey. pem

# Path of the CA cert file for SSL. (string val ue)
# Deprecated group/name - [ssl]/ca_certs
#ca_certs = /etc/ keystone/ssl/certs/ca. pem

# Require client certificate. (bool ean val ue)
# Deprecated group/nane - [ssl]/cert_required
#cert _required = fal se

[federation]

#
# From keyst one
#

# Federation backend driver. (string val ue)
#driver = keystone.contrib. federation. backends. sql . Federati on

# Val ue to be used when filtering assertion paranmeters fromthe environnent.
# (string val ue)
#assertion_prefix =

# Value to be used to obtain the entity ID of the Identity Provider fromthe
# environnent (e.g. if using the nmod_shib plugin this value is "Shib-ldentity-
# Provider ). (string val ue)

#renmote_id_attri bute = <None>

A dormain name that is reserved to all ow federated epheneral users to have a
domai n concept. Note that an admin will not be able to create a domain with
this name or update an existing domain to this nanme. You are not advised to
change this value unless you really have to. Changing this option to enpty
string or None will not have any inpact and default name will be used
(string val ue)

#f eder at ed_donmi n_nane = Feder at ed

HH OHH HH

# A list of trusted dashboard hosts. Before accepting a Single Sign-On request
# to return a token, the origin host nust be a nenber of the trusted_dashboard
# list. This configuration option may be repeated for nultiple val ues. For

# exanpl e: trusted_dashboard=http://acnme. com trusted_dashboard=http://beta.com
# (multi val ued)
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#t rust ed_dashboard =

# Location of Single Sign-On callback handler, will return a token to a
trusted

# dashboard host. (string val ue)

#sso_cal | back_tenpl ate = /etc/ keystone/ sso_cal | back_t enpl at e. ht

[ fernet_tokens]

#
# From keyst one
#

# Directory containing Fernet token keys. (string val ue)
#tkey_repository = /etc/ keystone/fernet-keys/

# This controls how many keys are held in rotation by keystone-manage

# fernet_rotate before they are discarded. The default value of 3 neans that
# keystone will maintain one staged key, one primary key, and one secondary

# key. Increasing this value neans that additional secondary keys will be kept
# in the rotation. (integer val ue)

#max_acti ve_keys = 3

[identity]

#
# From keyst one
#

# This references the domain to use for all Identity APl v2 requests (which
are
# not aware of domamins). A domain with this IDw Il be created for you by
# keystone-manage db_sync in migration 008. The domain referenced by this ID
# cannot be deleted on the v3 APlI, to prevent accidentally breaking the v2
AP
# There is nothing special about this domain, other than the fact that it nust
# exist to order to mamintain support for your v2 clients. (string val ue)
#def aul t _domain_id = defaul t

# A subset (or all) of dommins can have their own identity driver, each with

# their own partial configuration options, stored in either the resource

# backend or in a file in a domain configuration directory (depending on the
# setting of domain_configurations_from database). Only val ues specific to the
# domain need to be specified in this manner. This feature is disabled by

# default; set to true to enable. (bool ean val ue)

#domai n_speci fic_drivers_enabl ed = fal se

# Extract the domain specific configuration options fromthe resource backend
# where they have been stored with the domain data. This feature is disabled

by
# default (in which case the domain specific options will be | oaded fromfiles
# in the domain configuration directory); set to true to enable. (bool ean
# val ue)

#donai n_confi gurati ons_from dat abase = fal se

# Path for Keystone to |locate the donmain specific identity configuration files
# if dommin_specific_drivers_enabled is set to true. (string val ue)
#domai n_config _dir = /etc/keystone/ domai ns
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# ldentity backend driver. (string val ue)
#driver = keystone.identity.backends.sql.ldentity

# Toggle for identity caching. This has no effect unless global caching is
# enabl ed. (bool ean val ue)
#caching = true

# Tinme to cache identity data (in seconds). This has no effect unless gl obal
# and identity caching are enabl ed. (integer val ue)
#cache_time = 600

# Maxi mum supported |l ength for user passwords; decrease to inprove
per f or mance.

# (i nteger val ue)

#max_password_| ength = 4096

# Maxi mum nunmber of entities that will be returned in an identity collection.
# (integer val ue)
#list limt = <None>

[identity_ mappi ng]

#
# From keyst one
#

# Keystone ldentity Mappi ng backend driver. (string val ue)
#driver = keystone.identity. mappi ng_backends. sql . Mappi ng

# Public ID generator for user and group entities. The Keystone identity
mapper

# only supports generators that produce no nore than 64 characters. (string

# val ue)

#generat or = keystone.identity.id_generators. sha256. Gener at or

# The format of user and group IDs changed in Juno for backends that do not

# generate UUIDs (e.g. LDAP), with keystone providing a hash mapping to the

# underlying attribute in LDAP. By default this nmapping is disabled, which

# ensures that existing IDs will not change. Even when the mapping is enabl ed
# by using domain specific drivers, any users and groups fromthe default

# domai n bei ng handl ed by LDAP will still not be napped to ensure their |Ds
# remai n backward conpatible. Setting this value to False will enable the

# mappi ng for even the default LDAP driver. It is only safe to do this if you
# do not al ready have assignnments for users and groups fromthe default LDAP
# domain, and it is acceptable for Keystone to provide the different IDs to

# clients than it did previously. Typically this means that the only tinme you
# can set this value to False is when configuring a fresh installation

# (bool ean val ue)

#backwar d_conpati ble_ids = true

[ kvs]
#
# From keyst one

#

# Extra dogpil e. cache backend nodul es to register with the dogpil e.cache
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# library. (list value)
#backends =

# Prefix for building the configuration dictionary for the KVS region. This
# shoul d not need to be changed unl ess there is another dogpile.cache region
# with the sane configuration nane. (string val ue)

#confi g_prefix = keystone. kvs

# Toggl e to disable using a key-mangling function to ensure fixed | ength keys.
# This is toggl e-able for debuggi ng purposes, it is highly recomended to

# always | eave this set to true. (bool ean val ue)

#enabl e_key_mangl er = true

# Default lock tineout (in seconds) for distributed | ocking. (integer val ue)
#default | ock tinmeout = 5

[ 1 dap]

#
# From keyst one
#

# URL for connecting to the LDAP server. (string val ue)
#url = Il dap://| ocal host

# User BindDN to query the LDAP server. (string val ue)
#user = <None>

# Password for the BindDN to query the LDAP server. (string val ue)
#password = <None>

# LDAP server suffix (string val ue)
#suf fi x = cn=exanpl e, cn=com

# If true, will add a dumry menber to groups. This is required if the
# objectclass for groups requires the "nmenber" attribute. (bool ean val ue)
#use_dunb_nenber = fal se

# DN of the "dummy nmenber" to use when "use_dunb_nenber"” is enabled. (string
# val ue)
#dunb_menber = cn=dunb, dc=nonexi st ent

# Del ete subtrees using the subtree delete control. Only enable this option if
# your LDAP server supports subtree del etion. (bool ean val ue)
#al | ow_subtree_del ete = fal se

# The LDAP scope for queries, this can be either "one" (onel evel/singlelLevel)
# or "sub" (subtree/whol eSubtree). (string val ue)
#query_scope = one

# Maxi mumresults per page; a value of zero ("0") disables paging. (integer
# val ue)
#page_size = 0

# The LDAP dereferencing option for queries. This can be either "never",

# "searching", "always", "finding" or "default". The "default" option falls
# back to using default dereferencing configured by your |dap.conf. (string
# val ue)

#al i as_dereferencing = default
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# Sets the LDAP debugging | evel for LDAP calls. A value of 0 neans that
# debugging is not enabled. This value is a bitmask, consult your LDAP
# documentati on for possible values. (integer val ue)

#debug_| evel = <None>

# Override the systemi s default referral chasing behavior for queries.
(bool ean

# val ue)

#chase_referral s = <None>

# Search base for users. (string val ue)
#user _tree_dn = <None>

# LDAP search filter for users. (string val ue)
#user _filter = <None>

# LDAP objectclass for users. (string val ue)
#user _obj ectcl ass = i net Or gPer son

# LDAP attribute mapped to user id. WARNING nust not be a nultival ued
# attribute. (string val ue)
#user _id attribute = cn

# LDAP attribute nmapped to user name. (string val ue)
#user _nane_attri bute = sn

# LDAP attribute mapped to user emmil. (string val ue)
#user _mail _attribute = nai

# LDAP attribute mapped to password. (string val ue)
#fuser _pass_attri bute = user Password

# LDAP attribute mapped to user enabled flag. (string val ue)
#user _enabl ed_attri bute = enabl ed

# Invert the neani ng of the bool ean enabl ed val ues. Sonme LDAP servers use a
# bool ean | ock attribute where "true" neans an account is disabled. Setting
# "user_enabled invert = true" will allow these lock attributes to be used
# This setting will have no effect if "user_enabl ed_nmask" or

# "user _enabl ed_enul ation" settings are in use. (bool ean val ue)

#user _enabl ed_i nvert = fal se

# Bitmask integer to indicate the bit that the enabled value is stored in if

# the LDAP server represents "enabled"” as a bit on an integer rather than a

# bool ean. A value of "0" indicates the mask is not used. If this is not set
to

# "0" the typical value is "2". This is typically used when

# "user_enabl ed_attribute = userAccountControl". (integer val ue)

#user _enabl ed_mask = 0

# Default value to enable users. This should match an appropriate int value if

# the LDAP server uses non-bool ean (bitmask) values to indicate if a user is

# enabl ed or disabled. If this is not set to "True" the typical value is
"512".

# This is typically used when "user_enabl ed_attri bute = user Account Control "

# (string val ue)

#user _enabl ed_default = True

# List of attributes stripped off the user on update. (list val ue)
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#user _attribute_ignore = default_project_id, tenants

# LDAP attribute nmapped to default_project_id for users. (string val ue)
#user _default_project _id_attribute = <None>

# Al |l ow user creation in LDAP backend. (bool ean val ue)
#user _allow create = true

# Al |l ow user updates in LDAP backend. (bool ean val ue)
#user _al | ow_update = true

# Al |l ow user del etion in LDAP backend. (bool ean val ue)
#user _al l ow _del ete = true

# If true, Keystone uses an alternative nethod to determine if a user is
# enabl ed or not by checking if they are a nmenber of the

# "user_enabl ed_enul ati on_dn" group. (bool ean val ue)

#user _enabl ed_emul ation = fal se

# DN of the group entry to hol d enabl ed users when using enabl ed enul ati on.
# (string val ue)
#user _enabl ed_emul ati on_dn = <None>

# List of additional LDAP attributes used for mapping additional attribute
# mappi ngs for users. Attribute mapping format is <l dap_attr>:<user_attr>,
# where |dap_attr is the attribute in the LDAP entry and user_attr is the
# ldentity APl attribute. (list value)

#user _additional _attribute_nmapping =

# Search base for projects (string val ue)
# Deprecated group/name - [|dap]/tenant_tree_dn
#project _tree_dn = <None>

# LDAP search filter for projects. (string val ue)
# Deprecated group/nanme - [ldap]/tenant_filter
#project _filter = <None>

# LDAP objectclass for projects. (string val ue)
# Deprecated group/name - [|dap]/tenant_objectcl ass
#pr oj ect _obj ectcl ass = gr oupOf Nanes

# LDAP attribute mapped to project id. (string val ue)
# Deprecated group/nanme - [ldap]/tenant_id_attribute
#project _id _attribute = cn

# LDAP attribute mapped to project nenbership for user. (string val ue)
# Deprecated group/name - [|dap]/tenant_nenber_attribute
#proj ect _nmenber _attribute = menber

# LDAP attribute nmapped to project nane. (string val ue)
# Deprecated group/nanme - [ldap]/tenant_nane_attribute
#proj ect _nanme_attribute = ou

# LDAP attribute napped to project description. (string val ue)
# Deprecated group/name - [|dap]/tenant_desc_attribute
#proj ect _desc_attribute = description

# LDAP attribute mapped to project enabled. (string val ue)
# Deprecated group/nanme - [ldap]/tenant_enabled_attribute
#proj ect _enabl ed_attri bute = enabl ed
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# LDAP attribute mapped to project domain_id. (string val ue)
# Deprecated group/nanme - [l dap]/tenant_donmin_id _attribute
#proj ect _domain_id_attri bute = busi nessCat egory

# List of attributes stripped off the project on update. (list val ue)
# Deprecated group/name - [ldap]/tenant_attribute_i gnore
#project _attribute_ignore =

# Al ow project creation in LDAP backend. (bool ean val ue)
# Deprecated group/nane - [l dap]/tenant_all ow create
#project_all ow create = true

# Al ow project update in LDAP backend. (bool ean val ue)
# Deprecated group/name - [|dap]/tenant_al |l ow update
#proj ect _all ow update = true

# Al ow project deletion in LDAP backend. (bool ean val ue)
# Deprecated group/nane - [|ldap]/tenant_all ow del ete
#proj ect _all ow del ete = true

# If true, Keystone uses an alternative nethod to determne if a project is
# enabl ed or not by checking if they are a menber of the

# "project_enabl ed_enul ati on_dn" group. (bool ean val ue)

# Deprecated group/name - [|dap]/tenant_enabl ed_enul ati on

#proj ect _enabl ed_enul ation = fal se

# DN of the group entry to hol d enabl ed projects when using enabl ed erul ati on.
# (string val ue)

# Deprecated group/nanme - [l dap]/tenant_enabl ed_enul ati on_dn

#pr oj ect _enabl ed_enul ati on_dn = <None>

# Additional attribute mappings for projects. Attribute mapping format is

# <l dap_attr>: <user_attr>, where |ldap_attr is the attribute in the LDAP entry
# and user _attr is the Identity APl attribute. (list value)

# Deprecated group/name - [ldap]/tenant_additional _attri bute_mappi ng

#proj ect _additional _attribute_mapping =

# Search base for roles. (string val ue)
#role_tree_dn = <None>

# LDAP search filter for roles. (string val ue)
#role_filter = <None>

# LDAP objectclass for roles. (string val ue)
#rol e_obj ectcl ass = organi zati onal Rol e

# LDAP attribute nmapped to role id. (string val ue)
#role_id_attribute = cn

# LDAP attribute napped to role nanme. (string val ue)
#role nane_attribute = ou

# LDAP attribute napped to rol e nenbership. (string val ue)
#rol e_menber _attri bute = rol eCccupant

# List of attributes stripped off the role on update. (list val ue)
#role_ attribute_ ignore =

# Allow rol e creation in LDAP backend. (bool ean val ue)
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#role_all ow create = true

# Allow rol e update in LDAP backend. (bool ean val ue)
#rol e_al |l ow_update = true

# Allow rol e del etion in LDAP backend. (bool ean val ue)
#role_all ow del ete = true

# Additional attribute mappings for roles. Attribute mapping format is

# <l dap_attr>: <user_attr>, where |ldap_attr is the attribute in the LDAP entry
# and user _attr is the Identity APl attribute. (list val ue)

#rol e_additional _attribute_mapping =

# Search base for groups. (string val ue)
#group_tree_dn = <None>

# LDAP search filter for groups. (string val ue)
#group_filter = <None>

# LDAP objectclass for groups. (string val ue)
#group_obj ect cl ass = groupOf Nanes

# LDAP attribute mapped to group id. (string val ue)
#group_id_attribute = cn

# LDAP attribute mapped to group name. (string val ue)
#group_nanme_attri bute = ou

# LDAP attribute mapped to show group nmenbership. (string val ue)
#group_nenber _attri bute = nm